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Copyright

Copyright © 2013 by PLANET Technology Corp. All rights reserved. No part of this
publication may be reproduced, transmitted, transcribed, stored in a retrieval system, or
translated into any language or computer language, in any form or by any means, electronic,
mechanical, magnetic, optical, chemical, manual or otherwise, without the prior written
permission of PLANET.

PLANET makes no representations or warranties, either expressed or implied, with respect
to the contents hereof and specifically disclaims any warranties, merchantability or fithess for
any particular purpose. Any software described in this manual is sold or licensed "as is".
Should the programs prove defective following their purchase, the buyer (and not PLANET,
its distributor, or its dealer) assumes the entire cost of all necessary servicing, repair, and
any incidental or consequential damages resulting from any defect in the software. Further,
PLANET reserves the right to revise this publication and to make changes from time to time
in the contents hereof without obligation to notify any person of such revision or changes.

All brand and product names mentioned in this manual are trademarks and/or registered
trademarks of their respective holders.

CE mark Warning

This is a class A device, in a domestic environment; this product may cause radio interference, in which
case the user may be required to take adequate measures.

Federal Communication Commission Interference Statement

This equipment has been tested and found to comply with the limits for a Class A digital

device, pursuant to Part 15 of FCC Rules. These limits are designed to provide reasonable

protection against harmful interference in a residential installation. This equipment generates,

uses, and can radiate radio frequency energy and, if not installed and used in accordance

with the instructions, may cause harmful interference to radio communications. However,

there is no guarantee that interference will not occur in a particular installation. If this

equipment does cause harmful interference to radio or television reception, which can be

determined by turning the equipment off and on, the user is encouraged to try to correct the

interference by one or more of the following measures:

1. Reorient or relocate the receiving antenna.

2. Increase the separation between the equipment and receiver.

3. Connect the equipment into an outlet on a circuit different from that to which the receiver is
connected.

4. Consult the dealer or an experienced radio technician for help.

FCC Caution:

To assure continued compliance (example-use only shielded interface cables when
connecting to computer or peripheral devices). Any changes or modifications not expressly
approved by the party responsible for compliance could void the user’s authority to operate
the equipment.

This device complies with Part 15 of the FCC Rules. Operation is subject to the Following
two conditions: (1) This device may not cause harmful interference, and (2) this Device must
accept any interference received, including interference that may cause undesired
operation.

Safety

This equipment is designed with the utmost care for the safety of those who install and use it.
However, special attention must be paid to the dangers of electric shock and static electricity
when working with electrical equipment. All guidelines of this and of the computer
manufacture must therefore be allowed at all times to ensure the safe use of the equipment.
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CE Mark Warning

This is a Class B product. In a domestic environment, this product may cause radio
interference, in which case the user may be required to take adequate measures.

WEEE Regulation

To avoid the potential effects on the environment and human health as a result of

the presence of hazardous substances in electrical and electronic equipment, end

users of electrical and electronic equipment should understand the meaning of

the crossed-out wheeled bin symbol. Do not dispose of WEEE as unsorted
EEEEm mMunicipal waste; they should be collected separately.

Revision

User’s Manual for PLANET 4-Bay SATA NAS RAID SERVER with iSCSI
Model: NAS-7410

Rev: 1.00 (June.2013)

Part No. EM-NAS-7410
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Chapter 1. Product Introduction

1.1. Package Contents
The package should contain the following items:

NAS-7410 x 1

HDD Key x 4

Power Cord x 1

2.5 inch HDD Screw x 16
3.5 inch HDD Screw x 12
Console Connector x 1
User’s Manual CD x 1
Quick Installation Guide x 1

1. If any of the above items are missing, please contact your dealer immediately.

2. Using the power supply that is not included in the package will cause damage, thus
voiding the warranty for this product.

1.2. Overview

High Performance Shared Storage Server

PLANET NAS-7410, a reliable and high-performance business-class network storage is a 4-bay
RAID network storage system for those seeking reliable and affordable server virtualization and
file storage. The network storage unified architecture supports both NAS and IP-SAN applications
and solves numerous data management problems with a single system. Support for major network
file-system protocols enables cross-platform compatibility and file sharing among Windows, Mac
and Unix/Linux operating systems. Integrated data protection and offsite replication features make
managing complex business storage environments affordable.
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Space Saving & Tray-less Design

The NAS-7410 is designed to allow the installation of up to four 2.5"/3.5” SATA hard drives. Each
hard drive door has a multi-locking latch mechanism in order to prevent a door from being opened
easily. Each of these doors includes a tray and hard drive key that can be easily unlocked and
pulled out. Then users can easily attach the hard drive to the hot-swap hard drive tray with the

SCrews.
Keylock & door latch mechanism 4 x SATA hard disk drive

3.5 inch HD

2.5 inch HD
Prevents hard disk drive from being removed easity Provides scalabilty up to 16TB

Automatic Data Protection by RAID & Hot Swap

The NAS-7410 provides advanced RAID configurations including RAID 0, 1, 5, 6 and 10 functions.
You can get the perfect compromise between speed and disk-failure proof, hardware-level data
protection. It also supports hot-swap design so that a failed drive can be replaced by hot swapping
without turning off the server.

Rebuilding the Spare HDD Would Replace the Fault HDD

RAID 5+Spare RAID 5+Spare

Disk 3 Disk 4

Multiple LAN for Better Efficiency

The NAS-7410 features multiple functions to support LAN storage for better efficiency.

Fault Tolerance : When LAN1 of the NAS-7410 fails to connect to the network, LAN2 would take
over from LAN1 which is designed to ensure server availability to the network.

Load Balancing : When the traffic of LAN1 starts to get congested, then LAN2 would share the
traffic until the traffic of both LAN ports starts to get balanced. Load Balancing also incorporates
Fault Tolerance protection.

Link Aggregation : Combine LAN1 and LAN2 into a single channel to provide greater bandwidth.
Must be used with Link Aggregation switch.
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The Extension of Network Communication by WebDAV

The NAS-7410 supports WebDAYV, which is an extension of the HTTP protocol for users to edit
and manage documents and files that are stored on servers over the Internet. It also allows iOS
and Android WebDAV clients to access files from NAS server.

Powerful Disc Images Management and Sharing by Disc Server

Disc Server is our unique technology which is designed for CD/ DVD, Blu-ray disc images creation,
burning and data archiving for central management. This feature saves the space for storing the
physical discs, reduces the risk of data loss caused by disc wearing and tearing, and enhances the
efficiency of data sharing on business network.
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Always-on Data Security with Trend Micro

The NAS-7410 features virus engine scanning technology and cooperates with well-known Trend
Micro Anti-virus Company. It updates the virus pattern information automatically via internet to
protect NAS against new virus attacks. The real-time online scanning can warn and remove
infected files to prevent users from distributing virus from NAS on the network.

Virus Scan Setting
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SHSOSS 3 Update virus pattern

Virus Attack
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Energy Efficient Design

The NAS-7410 features green technologies to protect the environment and save electricity. The
smart fan monitors the system temperature of the NAS-7410 and automatically adjusts its speed
to ensure quiet operation and power saving. Scheduled power on/off feature provides flexibility to
only allow the NAS-7410 to operate in designated time and therefore minimize power usage. The
NAS-7410 can be powered on remotely and reduce the power consumption by Wake on LAN.

-

Schedule Power On/Off

Wake on LAN
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1.3. Features

>
B High performance Intel Dual Core 1.8GHz processor
B Provides scalability up to 16TB (with 4TB per hard drive)
B Tray-less design for genuine plug & play and hot swap use
B Integrated dual Gigabit LAN with Fault Tolerance and Link Aggregation
B Adds storage capacity by connecting external USB / E-SATA hard disk drives
>
B Compatible with Windows 2003 / 2008 / XP / Vista / 7, Mac OS 8.x or above, Linux / Unix
B Supports CIFS/SMB to allow Microsoft network remote users to easily retrieve files
B Supports VMware vSphere and Citrix XenServe at Server Virtualization & Clustering
PEEData Backup and Management
B Linux based Samba OS provides EXT3 file system for securing data storage
m  Supports RAID 0, 1, 5, 6, 10 and JBOD
B Bad Block Scan & hard drive by S.M.A.R.T.
B Supports NAS and iSCSI / IP-SAN for database and server virtualization applications
B Built-in FTP server allows users to conveniently transfer files
B Allows the administrator to allocate the amount of available disk space to individual users
B Provides password protected data access to all users
B Supports up to 2048 user accounts with individual access rights
B SmartSync backup for automatic client backup
B Snapshot for instant backup and restoration
B NAS to NAS replication for remote backup
B WebDAV enables viewing, adding, or deleting files from the web
B Instant Alert via Email, Buzzer, Trap, Web Reminder
g General
B Antivirus engine protection by Trend Micro
B Uninterruptible power supply (UPS) supports without data loss in the case of power failure
B Power Saving -- Wake on LAN, Scheduled Power On/Off, Smart-Fan
1.4. Product Specifications
Model NAS-7410

4-Bay SATA NAS RAID SERVER with iSCSI
CPU Frequency Intel D525 1.8GHZ

Memory DDR3 2GB

4 x 2.57/3.5" SATA I/1I/IIl hard drive (Hard drive not included)
File System: EXT3

1 x Power button

1 x Reset button

LAN Interface 2 x Gigabit Ethernet port with load balancing and fault tolerance
6 x USB2.0 port for external storage and UPS

File System: FAT16/32, NTFS

E-SATA Interface 1 x E-SATA port for external storage

Supported hard drive

Buttons

USB Interface

10
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File system: FAT16/32, NTFS
COM Interface 1 x COM port for UPS
Fan 1 x quiet cooling fan (12 cm, 12V DC, Max. 15400rpm)
Alarm Buzzer System warning
Secure Design Lock security slot for Hard drive prevention

Network and Configuration

IEEE 802.3 10Base-T

IEEE 802.3u 100Base-TX

IEEE 802.3ab 1000Base-T

IEEE 802.3ad for dual link aggregation

IPv4 & IPv6, AppleTalk

Protocol HTTPS, CIFS/SMB, AFP, NFS(v3/v4), FTP, FTPS (SSL, TLS),
SSH, SMTP, SNMP, NTP, iSCSI

Password protection

IP address filtering

Security HTTPS encrypted data transmission

802.1X Port-based authentication for network protection
QoS / DSCP

Supported Languages Unicode UTF-8

Microsoft Internet Explorer 8, 9, 10

Supported Browsers Google Chrome

Firefox

Windows XP, Vista, Windows 7 (32-/64-bit),

Windows Server 2003/2008 R2

Apple Mac OS 8.X/9.X/10.6X

Linux & UNIX

Data Backup and Management

Single Disk, JBOD, RAID 0, 1, 1 + Hot Spare,

Network Standard

Supported Clients

RAID level 5, 5 + Hot Spare, 6, 6 + Hot Spare, 10, 10 + Hot Spare
Max. User/ Groups 2048 (including local/domain account/groups)
Max. Shared Folder 256

Max. Concurrent
Connections
Max. iSCSI Target/LUNs 8

Bad Block Scan & hard drive S.M.A.R.T.

Global hot spare drive

RAID Recovery

BSR (Bad Sector Remap)

SmartSync: NAS-to-NAS, NAS-to-USB/E-SATA,
USB/E-SATA-to-NAS

Backup Solution Snapshot: Point-in-time Copy in a Flash
System Profile: Recover from system failures
Disc Server: Optical disc recording

150

Disk Management

11
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Data Backup to Multiple External Storage Devices

Security

Power Requirements

Network Access : SSH, HTTPS, FTP, CIFS/SMB, AFP
Encrypted Access: HTTPS, FTP with SSL/TLS, SSH/SFTP,
Encrypted Remote Replication between NAS Servers
Built-in Trend Micro antivirus software

Access Control List (ACL)

Secure Sockets Layer (SSL) 128-bit encryption

Instant alert via email, buzzer, trap, web reminder

100~240V AC, 3.5A, 50~60Hz

Operating Temperature

0 ~ 40 degrees C

Operating Humidity

10 ~ 80% (non-condensing)

Power Management

Weight 5.1Kg
Dimensions (W x D x H) 200 x 320 x 210 mm
Wake on LAN

Scheduled Power On/Off
COM Port, USB and Network UPS Support

Protection against the latest known viruses, Trojans, and other
threats
Virus pattern update on manual or scheduled basis

Antivirus Email notification upon task completion or virus detection
Quarantines or deletes infected files
Real-time and scheduled scan setting

Emission CE, FCC

12
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Chapter 2. Hardware Interface

2.1 Physical Descriptions

2.1.1 Front Panel

Reset
Power
HDD Activity
Interface Description
Power Button Press the button to start the NAS
Reset Button This button is used to restore all the factory default settings
USB Socket Connects to UPS and external HDD(FAT/FAT32/NTFS)
LED Color Description
Power Blue On: Power on
Off: Power off
HDD Activity Red HDD is being accessed

13
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2.1.2 Real Panel
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USBE 2.0 COM

LAN1/2

" Service
(void)

E-SATA

Interface

Description

Power Jack

Connect the two power supply cords shipped with the system

E-SATA

Connect to external hard drive case

COM

Connect to UPS

LAN Jack (LAN1)

LAN Jack (LAN2)

These RJ-45 ports support auto negotiating Gigabit Ethernet
interface. That allows your system to be connected to an
Internet Access device, e.g. router, cable modem, or ADSL
modem over a CAT.5 twisted pair Ethernet cable.

USB Socket Connect to UPS and external HDD(FAT/FAT32/NTFS)
VGA Future Feature
Service Future Feature

14
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2.2 Hardware Installation
2.2.1 Installing the Hard Disk Drive

1. the lock to the right.

Release the HDD tray by pulling

15
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4. Put the HDD tray back to the case.

2.2.2. Network Installation

The NAS-7410 provides GUI (Web based, Graphical User Interface) for management and
administration. The default IP address of NAS server is 192.168.0.100. You may now open your
web browser, and insert http://192.168.0.100 in the address bar of your web browser to login web

configuration page. The NAS server will prompt for login username / password. Please enter:
admin / admin to continue the NAS Server administration.

16
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Windows Security @

The server 192,168.0.100 at MAS-7410 requires a username and password.

Warning: This server is requesting that your username and password be
sent in an insecure manner (basic authentication without a secure
connection).

| admin |

[7] Remember my credentials

[ OK ][ Cancel ]

(P PLANET

Networking & Communication

(@)
=

Security Manager Event and Log Status and Statistic

Default DHCP Client OFF

Default IP Address 192.168.0.100
Default Login User Name admin
Default Login Password admin
Search Tools NAS Finder

If the networked device’s default IP Address (192.168.0.100) is already used
by another device, the other device must be turned off until the device is
allocated a new IP Address during configuration.

17
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2.3 Initial Utility Installation

This chapter shows how to quickly set up your NAS system. The NAS is with the default settings.
However to help you find the networked NAS quickly the windows utility PLANET NAS Finder can
search the NAS in the network that will help you to configure some basic setting before you start
advanced management and monitoring.

Configuring the IP addresses using NAS Finder

The utility is designed to perform a quick setup and put your NAS server online in just a few
minutes. During startup, NAS Finder begins to discover the entire NAS server on the network. The
default server name would be NAS-7410.

1. Highlight the server you want to configure from the left hand pane.

I NAS Finder V3.2

Eile Edit View Mimar Server Toaol Help

~E 8 M ML AT

8 DX Oy

[4] Desktop Server Mame | DomainAworkgroup | IP Address]LAN 1] | IP Address[LaN 2] IP Addiess[LAN 3] | Firmware Veersian | Statu
E1 2] My Computer B nes740 workgroup 192,168.0.101 19218821 e ¥1.02 Fead
420 [D:) Emply -
= My Container

150 NAS Network
B-89 MAS Servers
o MAS-T410
sj Remote Servers

2. Click the setting button on the toolbar.
b Nas Finder va.28 T

File Edit “iew Miror Server Tool Help
ol % T, }_
B0 D) &
1 . e 1

AR a4

e
aml.:lesktop | Server Name Server Quick Setup Button | [|IP AddressLan 1] |
=2 My Camputer - nas-7410 wintk A n 182.168.0.101

@ [:) Ernphy -

ty Container

E-#3 NAS Netwark
E!i MAS Servers
o NasTAI0
-8 Remote Servers

18
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rWizard - Setup Server gﬂ

L

Select Server

| Please select a server. 5 Refresh |

| DarnainSxorkaroup

Server Mame

warkgroup

4 L L

< Back Hext » LCancel
| | _ X ol |

3. The default is Assign an IP address manually. If you want IP settings to be assigned
automatically, click Obtain IP settings automatically.

-
Wizard - Setup Server: [NAS-7410]

===

IP Address

| Please assign an IP address for the server.

MHetwork teaming mode:

I Lirk Agaregation ;I
" Obtain an IF addrass automatically

[~ DHCP [~ BDOTR [T R&RP

& Agsign an IP address manually

LAN1 LAN

IP ddress ;| [192.168.0.107 [132168.21
Subnet Mask :| [ 255,255, 255.0 [255. 255, 255.0
Gateway P :|[192.168.0.254 [132.165.0.254

< Back |

X Cancel |

19



@ PLANET

Networking & Communication 4-Bay SATA NAS RAID Server with iSCSI
NAS-7410

4. Enter the Server Name, Server Comment, and Workgroup/Domain Name and select either
the Workgroup mode or Domain mode.

. .
Wizard - Setup Server: [NAS-7410] 3

Server Name

Microsoft Network
Senser Name Mas-7410

Domainfwarkegroup |workgrou|:-
 workgroup mode € Domain mode

Server Comment

Serser Comiment MAStarage

< Back |

6. Change the admin password if necessary.

x LCancel |

5

r hl
Wizard - Setup Server: [NAS-7410] (X

Password

Administration Password

¥ Change Administration Passward

Mew Passward | *****
Confirm password ; I’“‘**;i

¢ Back | ¢ Ok I x LCancel |

(= A

7. Click the OK button to save the settings.

20
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Chapter 3. Server Configuration

This chapter describes how to name the server, specify the server date and time, upgrade the OS
firmware, shut down the system and use UPS with the NAS server.

3.1. Server Information

Click Server from the administration homepage. You will see the Information page describing the
summary information of the NAS server.

“server

Network Volume Security Disc Server Backup Virus Scan Event Status

| General | Password | UPS Setfings | Maintenance | Shutdown | Upgrade License | @

[ General Settings

Server Mame:

Server Comment:

MNAS-7410
MAStorage

* Date/Time: 2013/06/28, 11:48:07
& Time Zone: (GMT+08:00)Taipei
* UPS Support; Dizabled
& System folder resides in: IPLAMET
= System Information
* Firmware Version: 1.02
& Processor Type: Intel(R}) Atom (T} CPU D525 @ 1.80GHz
* [emory Capacity: 2037 MB

s Amount of HDDs/DVDs devices: 410

® LAN 1 Ethernet Address: 00-30-4F -68-00-2F, 101001000 Mbps
* AN 2 Ethernet Address: 00- 30-4F -58-00-2F, 10/100/1000 Mbps
* Pletwork Teaming Mode Address: 00-30-4F -68-00-2F, 1001001000 Mbps

* PCI-E Slot (Mone)

Item Description

Name of the NAS server. A NAS server has one unique name,

Server Name applicable to all network protocols.

The text which is shown in the comment field when browsing

Server Comment network computers in Windows Network Neighborhood.

Date/Time Server date and time in 24-hour format.
. The time zone setting of the server relative to the Greenwich
Time Zone .
standard time.
UPS Support Indicates whether the UPS support is enabled or not.

System Folder

. . Display the volume name in which the system folder is located.
resides in
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The System Information section shows the hardware and firmware status of the server.

Item Description

Firmware Version The version number of the OS firmware.

Processor Type The CPU operating frequency.

Memory Capacity | The total size of the main memory.

No. of HDD/CD/tape | Display the number of HDD/CD/tape installed in the system.

LAN1/2 Ethernet The Ethernet MAC addresses of the network controller chips and
Address their types.

Display the type of the add-on adaptor installed in the system.

PCI-E Slot
The NAS-7410 cannot support this function.

3.2 General

The General Settings section shows the parameters which can be modified on the
Server—General page.

| password | UPS Setlings | maintenance | Shutdown | Upgrade | License | (':'\

Server Name: NA5-7410

Server Comment

* Date(MWDDMNYYY): 06 ¥|[j| 28 |»|1| 2013 |»
& TimeHHMMS5) 13 (w42 & || 32 »
® Time Zone: (GMT+08:00) Taipei v

Daylight Saving Time

Enable password strength detected: | Disabled »

3.3 Modifying the administrator’s password

Admin is a built-in user account for the administrator. It is like the root account in UNIX or the
administrator account in Windows 2000 or XP. Using this account, users have access to the
administration homepage and all the storage resources. By default, the password for this user
account is empty. To prevent security vulnerability, it is strongly suggested to specify the password
when performing the first-time setup of the NAS server.

To specify or modify the administrator’s password, please select the Server—Password menu on
the administration homepage. Input the current admin password in the Old Admin Password field,
and the new password in the New Admin Password and Confirm Admin Password fields. Then
click Apply.
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The administrator can delegate the administrator’s privilege to other users by including them into
the Admins built-in group. Please select the Security—Account menu. Select Admins* in the
Local User/Group window and click Property. Specify the users to have the privilege and click

Apply.

| UPS Setfings | Maintenance | Shutdown | Upgrade | License |

B By factory default, the admin password is empty. It is strongly suggested to assig
password to ensure secured management.

Old Admin Password: Ty
Mew Admin Password: senne
Enable passwaord strength detected: _ id High
Confirm Admin Password: .uu|

3.4 Enabling UPS support

The NAS server supports UPS and basic power management functions. It sends alerts when there
are power events like utility power failure or low battery capacity. When power events occur, the
NAS server can shut down itself automatically to prevent potential data loss.

To use smart-signaling UPS, connect UPS to the NAS server with an RS-232 or USB cable. Then
go to the Server UPS Settings menu on the administration page to enable UPS support.

To use network-type UPS, connect the UPS to the LAN first. Then go to the Server UPS Settings

page on the administration page. Enable APC Smart UPS series, such as USB UPS, and Generic
serial UPS Type 1 and Type 2. Select Network UPS from the UPS Type menu and enter the UPS

IP address and correct community.
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Maintenance | Shutdown | Upgrade | License

Password

* LIPS Type: LEC ZmartUFS szeries (3esrizl) w
PSP Address:
Community:
= Shutdown Control
Shut down immediately when battery is low
Shut down minutes after AC power failure

Turn off LIPS when shut down by power failure

o LIPS Information @Refresh

Model Mame: A
Battery Status: [d14
Current Power Source: [d14

Battery Capacity Remaining: P&

Item Description
Specify whether to shut down the server when UPS battery is
low.

Shut down immediately

Wwhen battery is low When utility power fails, the NAS server will always

shut down.

Shut down in x minutes | Specify how many minutes to wait before shutting down the
after AC power failure server when a power event occurs.

If checked, the NAS server will turn off the UPS while it is
shutting down by power failure. If not, the UPS will still be
working when the server is shut down.

Turn off UPS when shut
down by power failure

3.5 Shutting down the server
Shutdown, reboot and startup actions

The NAS server can be shut down by pressing the power button twice on the front of the server
case. The whole shutdown process might take seconds to minutes until data are all safely saved
to the hard disks. To shut down the server from the Administration Homepage, select Shutdown
from the Server menu and click the Reboot or Shutdown button.

You can specify the actions to take during the next startup.
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| [

Password | UPS Settings | Maintenance ] Upgrade | License H

ManuaJ\"- Schedule \"1

B You can shutdown or reboot the server when there are no tasks in progress. You can also select the startup
options to perform during the next startup.

= Tasks In Progress

Tasks
Mo critical task

= Options for the next start-up
[IRrecalculate quota infermation

CORrReset configuration to factory default

Reboot ] [Shu:d:x—:n

Item Description

Recalculate the storage consumption per user during the next
startup. It may take much time if there are a huge amount of files
in disk.

Recalculate user
quota information

Reset configuration

to factory default Reset all configurations to default.

Scheduled shutdown and power-on

To set the automatic power-on and shutdown schedules, select the Server—Shutdown menu.
Click the Schedule tab to modify the schedules. On the schedule settings page, you can set daily
or day of month schedules. Check the Enable check-boxes and specify the time of powering on or
shutting down. Remember to click the Apply button to submit the changes.
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Password | UPS Settings | maintenance !

Manual \| Schedule \t‘l

= Automatic Power-on Schedule

| Upgrade

- Enable automatic power-on schedule
o Daily & Day of Manth
Date (DD 25 W

Time (HH:MM}: 1

o

B

o
o
£

= Oplions for the nex start-up

[ Recalculate user guota information

= Automatic Shutdown Schedule

- Enable automatic shutdown schedule

> Daily (& Day of Manth
Date (DD} 25 W
Time (HH: KM} 18 % |- [ 54 »

3.6 Upgrading the firmware

Updating OS firmware will accommodate new functions or bug-fixes. Once you get new releases
of an OS firmware image, you can upgrade the OS firmware by using the web browser. The
process is simple and fast. Once you get the image file of the new OS firmware from your vendor,
open the Administration Homepage of the NAS server and select the Server—Upgrade menu.
Specify the full path of the image file or click the Browse... button to find it. Click Apply to begin.
The process might take several minutes. The server will reboot after the firmware is upgraded.

Password | UPS Settings | maintenance ! Shutdown |

License

m You may upgrade the firmware for new functionality or improved stability when updates are available. The

system will automatically reboot after the new firmware is applied and all configuration settings will be
maintained.

= Tasks In Progress

Tasks
No critical task

@ Specify a Firmware Image File
Current Version: 1.02

Firmware Image File: C:\Users\ENM\Desktop‘\Brandon\gnu webimage.tar

Apply
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Chapter 4. Network Configuration

This chapter details concepts and procedures for configuring the NAS server and establishing the
system that can communicate among various OS platforms. Management protocol and email
notification setting are also covered in this chapter.

4.1 Network Information

The “Network Information” screen is the summary of the current network settings of the NAS
server. It provides the administrator a quick look of the basic network setting of the NAS server.

The “Information” page is divided into two sections. The “Network” Protocols section displays the
current network protocol settings of the server.

Volume  Security Disc Server Backup  Virus Scan Event  Status

| TcPap | Windows | UNDULinux | Macintosh | Web | FTP | snmP | Email | ssL | wve | @

(=l Hetwork Protocols

Protocal Type Configuration Security Policy
Windows Network Enabled Warkgroup Made
UMELinux Metwark Enabled Trust Host
Macintosh Metwark Enabled Lacal
WWeh Data Access Enabled Local
FTP Data Access Enabled Local
SMMP Protocel Digabled
SMTP Protocol Disabled

& TCPIP Suite Settings

Port IP Address Subnet Mask Gateway Speed/Mode

LAN 1 192.168.0.101 2552552550 192.168.0.254  |100Mbps full duplex
LA 2 FOO0:192.168.1.1 G4 (Mane) Link down

& PMetwork Teaming Mode: Link Aggregation

& (htain TCPAP seftings from:  Static

* WINS Server IP Address: (Mone)

* DNE Server IP Address: {Mone)

& DS Suffix: {Mone)

o PNTP Time Server IP Address:  (MNone)

* SHTP Server Address: {Mone)

& HTTP Proxy Server IP Address:  Port80

Item Description
Protocol Type Display network protocol supported by the server.
Configuration Currer?t status of the.network protocol.
Status: Enabled or Disabled
Security Policy Display type of the security policy of the network protocol.
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The “TCP/IP Suite Settings” section shows the various TCP/IP settings of the server.

Item Description
Port Display Ethernet port #.
IP Address An identifier for a network resource on a TCP/IP network.

Subnet Mask

A subnet mask is used to determine what subnet an IP address
belongs to.

Gateway

A node on a network that works as a point of entry to another
network.

Speed/Mode

10/100/1000 Mbps and full/half duplex.

Network Teaming
Mode

Display the current network teaming mode.

Obtain TCP/IP
settings from

Display the IP settings that is either assigned automatically from
DHCP or assigned manually.

Windows Internet Naming Service (WINS) manages the
WINS Server IP association of network resources name and its IP addresses
Address without the user or an administrator having to be involved in each
configuration change.
DNS Server IP IP address of the domain name system (DNS) server which
Address locates the domain names and translates it into IP addresses.
DNS Suffix Display the DNS suffix.

NTP Time Server IP

The IP address of the NTP (Network Time Protocol) server is
used to synchronize system time automatically over the net. The

Address system time will be synchronized with the NTP server every 24
hours.
SMTP Server Address IP address or server name of the SMTP (Simple Mail Transfer

Protocol) server used in sending and receiving e-mail.

HTTP Proxy Server IP
Address

IP address of the HTTP proxy server. Next to the IP address is
the port number.

4.2 TCP/IP settings

TCP/IP handles network communications between network nodes that are connected to the
network. It is important to set up correct TCP/IP setting for NAS server to function properly.
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Volume  Security Disc Server

| | windows | UNIXLinux | Macintosh | web | FrP | snmp | Email |

Backup  Virus Scan Event  Status

ssL | v | @

™ LAN port settings
* Metwork Teaming Made:
= Wake On LAN

» Support Jumbo Frames:

[ P Settings

O Obtain IP settings autematically

DHCP BOOTP RARP

@ Use the following IP settings
Paort IP Address

LAM 1

192.168.0.101

LAM 2

Subnet Mask

235.255.2535.0 192.1&8.

Link Aggregaticn | olnf-}
Disabled v

Disabled |

Gateway SpeediMode

gutc negotiate W

0.254

Butc negotiate W

* WINS Server IP Address:

= DM3 Server IP Address 1:

* DMN3 ServerIP Address 2:

* DMN3 Suffic

® NTP Time Server IP Address:

Item

Description

Network Teaming
Mode

The NAS server provides two on-board 10/100/1000 or Gigabit
Ethernet ports (LAN1 & LAN2). You can configure the Ethernet
ports using the following operating modes:

Stand Alone: Each LAN1 & LANZ2 is configured with a unique IP
address, which is independent to each other.

Fault Tolerance: Uses LAN2 to take over LAN1 if LAN1 fails to
connect to the network which is designed to ensure server
availability to the network.

Load Balancing: Offers increased network bandwidth by
allowing transmission to multiple destination addresses using
both LAN1 and LAN2. If the traffic of one of the LAN ports starts
to get congested, requests are then forwarded to the other LAN
port with more capacity until the traffic of both LAN ports start to
get balanced. Note that only the LAN1 Ethernet port receives
incoming traffic.

Load Balancing also incorporates Fault Tolerance protection.

Link Aggregation: Combines both LAN1 & LANZ2 into a single
channel, appearing to use a single MAC address to provide
greater bandwidth. It must be used with a network switch having
the Link Aggregation or Trucking function.

Wake-on-LAN

Allows administrators to remotely power on your NAS server to
perform maintenance task on the server with no need to go to the
server physically.
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Configuring TCP/IPv4 settings
1. Select a Network Teaming Mode from the pull-down menu that suits your needs.
2. Enable or Disable Wake on LAN (Available for LAN1 or LAN2).

3. Click the Obtain IP settings automatically radio button to obtain IP addresses of your NAS
server from DHCP, BOOP or RARP server on the network.

4. Or, click the Use the following IP settings radio button to assign the IP addresses manually.

5. Note that LAN3 IP address field will appear only when the optional Gigabit Ethernet adapter is
installed in your system.

6. Input the WINS server IP address.

7. Input the DNS server IP address.

8. Input the DNS Suffix.

9. Input the NTP Time Server IP Address if available.
10. Click Apply to save the setting.

To disable a LAN port, enter 0.0.0.0 in its IP address field. If you happen to disable all LAN ports
and cannot access the administration page, please use the LCD panel to change the IP address to
non-zero values.

4.3 Windows settings

NAS server adopts the SMB (Server Message Block)/CIFS (Common Internet File System)
protocol, used by Microsoft, to share files, directories and devices with the Windows client.

‘Network  Volume  Security Disc Server Backup  Virus Scan  Event  Status

| Tcpap | | UNDXLinux | Macintosh | Web | FTP | sumP | Email | ssL | v | @

[ nable Windows Network {SMBICIFS Protocol)

s Workgroup/Domain Mame: |workgroup Domain mode example: abc.com

o Windows Security Mode
® Warkgroup Made
0 Domain Mode

» Oplions
[1Discennectidle connectiens automatically.
(] Enable master browser
Cuse anly the NTLM authentication without kerberas authentication

[1Enable LOAP sign

Lpply ] [ HNetwork test

Item Description
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NAS server becomes a member of a workgroup and
communicates with the clients using its internal user database for
authentication and does not require other authentication servers
to be present in the network.

Workgroup Mode

NAS server becomes a member of a domain and communicates
with the client using the user database stored in an
authentication server which must be present in the network.
Optionally, you can register the NAS server to the domain. Once
registered, the NAS server will be created as a machine account
on the domain controller. And it will use Kerberos as the
Domain Mode authentication mechanism, which provides better integration into
the Windows network environment.

As Kerberos has more tight security policy, NAS,
Domain and Client’s date/time are required to have a
time difference of not more than 5 minutes.

Configuring windows network settings

1. Click the Enable Windows Network (SMB/CIFS Protocol) checkbox to enable access for
SMB client.

2. Enter the Workgroup/Domain name. Use FQDN if you want to configure
NAS server in Domain Mode e.g., Microsoft.com

3. Click the Workgroup Mode radio button if you want to configure NAS server in Workgroup
Mode.

4. Or, click the Domain Mode radio button if you want to configure NAS server in Domain Mode.
5. Input the domain manager’s user name and password (Power Users at least)

6. Select the option to disconnect idle connection automatically. Server will disconnect the
connections which have been idle for 5 minutes if this option is enabled.

7. Click Apply to save the setting.

4.4 UNIX/Linux settings

NAS server can export shares to UNIX/Linux client via NFS protocol. UNIX/Linux client then can
mount the shares and gain access to the content of the shares. UNIX/Linux client uses UNIX user
identification, typically consisting of User Identifier (UID) and Group Identifier (GID), for access
control. Non-NFS clients do not use UIDs and GIDs for identification. Since NAS server is intended
for working in a heterogeneous network, files created by non-NFS client could possess incorrect
ownership information and generate inaccurate quota information for UNIX/Linux clients due to the
unmatched UID and GID. A mapping is needed to maintain the correct identity of the user using
multiple protocols to access NAS server, for example, Windows and UNIX/Linux clients. Windows
based clients need to map the Windows user name to UID/GID before forwarding a request to
retain the correct ownership information for UNIX/Linux clients. By default, the NAS server maps
all non-NFS users, including local users and domain users, with the same UID/GID as defined on
this page. If the administrator wants to have different UID/GID for different users, he should click
the Modify button to modify the user mapping to UID/GID.
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| Macintosh | Web | FTP | smP | Email | ssL | ipve | @

(o] Enable UNIX/Linux Network (NF 5 Protocol)

®* Default permission for files created by non-MFS protocols:

* Usermapping to UIDAGID %r.h:udif;.-'

=[] Enable IS support
o I3 Domain Mame:
o I3 Server

& Find by broadcast

O IP Address:
Item Description
User ID. The numeral is assigned to a user with Unix/Linux
uiD permissions. NFS uses UID to determine permissions on files
and directories.
GID Group ID. A part of POSIX permissions that determine groups of
users. NFS files have a GID assigned to them.
Three numbers are used for setting the file permission. Each of
the three numbers corresponds to the type of users -- Owner,
Members of a group and Everyone Else.
Number Read (R) \ Write (W) Execute (X)
0 No No No
o 1 No No Yes
Permission 2 NoO Yes No
3 No Yes Yes
4 Yes No No
5 Yes No Yes
6 Yes Yes No
7 Yes Yes Yes

For example, if the permission of a file is set to 777, this file has read, written and executed
permissions for the owner, the group and for other users.

Configuring UNIX/Linux network settings

1. Click the Enable UNIX/Linux Network (NFS Protocol) checkbox to enable access for NFS
client.

2. Enter the default permission for files created via non-NFS protocol. (Default setting = 755)
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3. Click Apply to save the settings.
4. Click the Modify icon and enter the default UID and GID. (Default setting = 0)
5. Choose to map all users to the default UID/GID or assign UID/GID for each user manually.

6. Click Set Default link to set the UID/GID of all users to the default UID/GID. Note that the value
‘-1’ represent that the UID/GID is equal to the default UID/GID configured above.

7. Click Apply to save the settings

Configuring NIS settings

The NIS (network information services), formerly known as Yellow Pages, is a UNIX standard for
centralizing the management of UNIX resources. The NAS server supports the retrieval of user
accounts and their UID/GID from an NIS server.

If the NIS support is enabled, the NAS server can auto-map NIS users with local/domain users. It
matches user names and assigns the UID/GID of the matched NIS users to local/domain users.
The user auto-mapping function provides better and tighter integration between NFS clients and
other network operating systems.

The steps of enabling NIS support are as follows:
1. Check the Enable NIS Support checkbox.
2. The NIS domain name is required. Please fill in the correct name in NIS Domain Name field.

3. If you do not know the IP address of the NIS server, please specify Find by broadcast.
Otherwise, specify the IP address in the fields.

4. After enabling the NIS support, you can auto-map NIS users with local/domain users. In
UNIX/Linux menu, click the Modify icon.

5. Select Map users to UID/GID as defined below to Apply.

6. Click the Auto-map with NIS user’s link to map with the users in the configured NIS server.

4.5 Macintosh settings

NAS server supports two kinds of protocols used for Mac OS clients —-TCP/IP (Open Transport)
and Both AppleTalk and TCP/IP. Also, NAS server provides two kinds of security polices for
Macintosh Network AFP client.

Windows | UNDULinux | | web | Fip | sump | Eman | ssL | ipve | @

£ Enable Macintosh Network (AFP Protocol)
& Protocol

O TCPIP (Open Transpart)
@ Both AppleTalk and TCRAR

& Security Policy
@ Local account authentication

O Lacal and domain account authentication

* Current Zong: | Default Zone ¥

e AppleTalk Address: §5280.159(net.node)
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Item

Description

Local Account
Authentication

Authenticate user using NAS server’s internal user database.

Local and Domain
Authentication

If Windows Network is enabled, you can enable both local and
domain authentication for AFP client.

Current Zone

A division between groups of machines when viewed using
AppleTalk. AppleTalk Zones can be seen in the Chooser, the
AppleTalk Control Panel, and the Network Browser.

AppleTalk Address

It is a unique number that identify the server on the network. The
number to the left of the dot is the network number. The number
to the right of the dot is the node number.

Configuring Macintosh network settings
1. Click the Enable Macintosh Network (AFP Protocol) checkbox to enable access for AFP

client.

2. Select a protocol and click the radio button beside it.

3. Click the Local account authentication radio button to authenticate user using the server’s

local user database.

4. Or, click the Local and domain account authentication radio button to use both local account
and Microsoft domain security authentication.

5. Select the Current Zone from the pull down menu or Default Zone is assigned by default.

6. Click Apply to save the setting.

4.6 Web data access settings

This section shows the parameters that you can set up for user to access NAS system user’s
home page. You can configure the user access constraint, authentication policy and default setting
by defining the Access Control, Security Policy and Default User Page settings.

windows | UNDULinux | Macintosh | I Frp | snmP | Email

o] Enable Web Data Access (HTTP Protocol)

Access Control
O Allow file download only

@ Allow file uplzad and download

Security Palicy
(& Local account authentication

(O Local and damain account authentication

Default user page
Default view type: | Detall wview v

[J allow users to maodify ACL

WehDAY
Enable WebD&y
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Configuring web data access
1. Click the Enable Web Data Access (HTTP Protocol) checkbox to enable Web data accessing.
2. Choose Allow file download only or Allow file upload and download.

3. Click the Local account authentication radio button to authenticate user using the server’s
local user database.

4. Or, click the Local and domain account authentication radio button to use both local account
and Microsoft domain security authentication.

5. Select the default type of the folder display on the user page. You can choose from Detail View,
Large Icons or Small Icons.

6. Click the checkbox beside the Allow users to modify ACL to give users the privilege to modify
the ACL table entries.

7. Click Apply to save the setting.

Configuring WebDAYV Settings
1. Go to Network—Web page.
2. Click the Enable WebDAV checkbox to enable WebDAYV function.

4.7 FTP data access settings

NAS system supports File Transfer Protocol (FTP) that allows users to transfer files via the
Internet. By properly configuring the FTP settings, you can effectively control how users access
the content in your NAS server via FTP.
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Windows | UNDULinux | Macintosh | Web ! | snmp

= Enable FTP Data Access

* Access Control
® Allow file download anly

O Allow file upload and download

* Security Palicy
[] FTP with SSLTLS (Explicit)
[] &llow anonymous login and map to;
Allow individual user login
® Local account authentication

(O Local and domain account authentication

* FTF function

® Cnly use the puhblic directory

O Usethe users private directory 0 Account
* LlserLimit

& Unlimited
O Mlow Uszers
* Home Directory: .-'Qselect Fath

Set ACL forthe home directary: 0 Set

Configuring FTP data access

1. Select Access Control option to determine whether FTP clients can download only or allow
users to upload and download data after being connected with FTP protocol.

2. Select suitable Security Policy to fit the network environment

a. FTP with SSL/TLS (Explicit): Enable this option to encrypt data transfers when the FTP clients
login with SSL/TLS mode to access data that will make the data more secure.

For example, use FileZilla as the FTP clients and select “Require explicit FTP over TLS”

b. Allow anonymous login and map to: Enable this option to let anonymous login and map to
local account for the access rights to someone who is in NAS-7410’s user database.

For example, use anonymous to login FTP server

c. Allow individual user login: You can allow Local accounts only for login NAS-7410 from FTP
clients, or both Local accounts and Domain accounts have the access rights to the NAS-7410 via
FTP protocol. For example, use domain account to login FTP server
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4.8 SNMP settings

Simple network management protocol (SNMP) provides the ability to monitor and gives status
information of the SNMP agent to the SNMP management console. NAS server behaves as an
SNMP agent that answers requests from management console and sends trap information to it.

Windows | UNMX/Linux | Macintosh | Web | FTP | | Email | ssL | wve | @

Community IFP Trap Management
Teg W Fead only v
Teg W Read only W
Tes W Read only |[¥
Tes v Read only |+

& | ocation:
® Contact:

[J5end atesttrap

| Export MIB File
Item Description

A name serves as a simple authentication. The communication
Community between the SNMP management console and the NAS server
cannot be established if the community names are mismatched.

IP IP address of the SNMP management console.

A trap is a voluntary message sent out from an SNMP agent
Trap (which is in this case your NAS server) when there is an event
occurred.

M Configure the SNMP management console as Read Only or Full
anagement

Control.
Location Provides location information on the SNMP agent.

Provide name of the contact person who has the management
Contact

information on the SNMP agent.

Configuring SNMP settings
1. Click the Enable SNMP Protocol checkbox to enable SNMP accessing.
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2. Enter a Community name.
3. Enter the IP address of the management console.

4. Select “Yes” from the pull down menu if you want the corresponding management console to
receive trap message.

5. Select “Read Only” from the pull down menu if you want the corresponding management
console to have read only privilege.

6. Repeat Step 2 to Step 5 if more than one management console is available. NAS server
supports up to 4 management consoles.

7. Enter the location information of your NAS server.
8. Enter the name of the contact person who has the management information of the NAS server.

9. You can check the checkbox beside Send a test trap to send sample trap information to
validate your setting of the SNMP settings.

10. Click Apply to save the setting.

4.9 Email settings

You can configure email naotification to notify you when there is an event occurred to the NAS
server. Enter the information of the SMTP server on your network in this menu; you can configure
what kind of event should trigger the email notification process in the
Event—Configuration—Advance menu.

Windows | UNDULinux | Macintosh | web | Frp | sump | | ssL | ve | @

 DNS IP address is not specified. It will not be able to resolve server names. Please go to the
Network-TCP/IP page to specify the DNS IP address.

= Enable SMTP Protocol

& SIMTP Server Address: mail.planet.com. tw
® |lzer Account: brandonw
® Llser Password: sssase

= Administrator's Email Address: |brandome@planset. com. o

[]%end atest email

Configuring email settings

1. Click the Enable SMTP Protocol checkbox to enable SMTP protocol.

2. Enter the SMTP Server Address.

3. Enter an existing user account name of the SMTP server.

4. Enter the password of the account.

5. Enter up to two email addresses you want to send email notification to when event occurred.

6. Click the Send a test email checkbox if you want to send out a test email to validate your email
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setting.

7. Click Apply to save the setting.

4.10 SSL settings

The NAS server enables secure web access by supporting SSL 3.0, both for the user homepage
and the administration homepage. To use SSL 3.0, the NAS server will generate a server
certificate for authentication and data encryption. By default, the server certificate is issued to the
NAS server designated by its IP address. You can also specify to use the server's full name on the
server certificate.

For clients to access server web-pages with secure connection, they have to install the CA
certificate first. First to the Network—SSL page. Click Download and install CA certificate
hyperlink. Choose to install the certificate when a dialog-box pops up. Once the CA certificate is
installed, the client can access all NAS server s' web pages with SSL connection. Suppose that
the server IP address is 192.168.1.100. To access the NAS system's web pages with SSL
connection, please open https://192.168.1.100/ for the user homepage, or
https://192.168.1.100/admin/ for the administration homepage. If the server certificate with the
server name is chosen, please open https://[server_name] instead.

Windows | UNDULinux ! Macintosh | web ! Frp | swmp | Emain | | v | @

| S5L provides data encryption and server authentication for web access. To access S5L-encrypted web-
pages, please use URL beginning with https.

[ Secure Web Access
& Allow both HTTP and HTTPS connections
(O Redirect all HTTP connections to HTTPS connections

™ SSL Option Q Download and install CA certificate
* The server cerificate for 351 web accessing is issuedto
® 192.168.0.101
O NAS-T410

4.11 IPv6

Windows | UNDULinux | Macintosh | web | FTP | SNMP | Email | ssL |

® []Enable IPv6
) Obtain IP settings automatically
® Usethe following IP settings
Fort IP Address prefie-length Gateway

LAMN 1 FDOO::192.168.1.1

o
[

LAMN 2

& DMNS Server IP Address 1:

& DMNS Server IP Address 2:
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Configuring TCP/IPv6 settings
1. Click the IPv6 checkbox to enable IPv6 in Web—IPv6.
2. Select Obtain IPv6 address automatically or use self settings.

3. Input the LAN1 and LAN2 IPv6 address, prefix-length and gateway respectively if the self
settings selected.

Input IPv6 address for DNA server 1and 2 if needed.
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This chapter describes how to create a single-disk volume or a RAID volume. It also outlines the

Chapter 5. Volume Configuration

steps of deleting a volume, expanding a RAID-5 volume and assigning hot-spare disks. After a

volume is created, please refer to the next chapter for more information about sharing data and

assigning permissions.

5.1 Volume Information

A volume is a logical storage unit. Each volume holds a complete file-system. A volume can exist

on a single disk or a RAID group consisting of two or more disks.

Volume View

= List of Volumes

Yolume Mame Members RAID Type| Free Space |Total Space Status
FLAMET HDOD3 4 RAID A 147 GB(100%) [147GB Ready
Item Description

Volume Name

Shows the volume name which is defined when creating a volume.
Each volume name is also a hyperlink. It opens a page for showing
the detailed information of that volume.

Members Indicate the hard disks which comprise the volume.
Indicates whether this volume is JBOD (a single hard disk), RAID 0,
RAID Type RAID 1, RAID 5, RAID 6 or RAID 10. Please refer to the next section
for more information about RAID.
F Indicates the volume usage by showing the free storage space in the
ree Space
volume and the percentage.
Indicates the disk activity on the volume. The disk activity
might be one of the following:
Item Description
Ready The volume is mounted and ready for data
access.
Not Ready The volume is not mounted successfully. It
is not accessible.
Degraded One of the volume members is defective.
Status Data are still intact and accessible, but the
volume is no longer protected by RAID.
Data backup and RAID rebuilding are
strongly suggested when a volume is in this
state.
Critical Two of the volume members are defective.
Data are still intact and accessible, but the
volume is no longer protected by RAID.
Data backup and RAID rebuilding are
strongly suggested when a volume is in this
state
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Faulty Two or more hard disks in the volume are
not functional. It is not possible to perform
any data access or recover any data.
Faulty (RW) Two or more volume members are
defective.

There might be data loss, but it is possible
to recover some data. Please copy data to a
safe place immediately when a volume is in
this state.

Inaccessible Two or more volume members are missing.
The volume is not mounted and data cannot
be accessed.

Apply (Ready) The volume settings on the server and
Apply(Degraded) | those on the hard disks are inconsistent. It
Apply(Critical) means that the server has to read and apply

Apply (Faulty RW) | the volume settings from the hard disks.
Apply (Rebuild) After the volume settings are restored, it will
Apply (Expand) return to the last known state, which is
specified in parentheses.

Checking Checking the file-system.

Mounting Mounting the volume for data access.

Create (xx%) Creating a volume. The progress is shown
in percentage.

Rebuild (xx%) Rebuilding a RAID. The progress is shown
in percentage.

Expand (xx%) Expanding a RAID. The progress is shown
in percentage.

Scan (xx%) Scanning hard disks for bad sectors. The

progress is shown in percentage.

Hot-Spare Disks

A hot-spare disk will be used to rebuild a RAID automatically whenever a RAID volume is
degraded because of a bad or missing hard disk.

[® Hot-spare Disks

Device Location Mode Model Mame Capacity |=tatus
HDDA CHA SATAZ Hitachi HD372168.. 73 GB Off-line

Free disks

These hard disks are not used yet. They can be used to create volumes or assigned as hot-spare
disks.

(% Free Disks
Device Location Mode Model Mame Capacity Status
HDDZ CHZ2 SATA1 ST316081143 1483GB Defective
Device View

It is a list of all the storage devices connected with the NAS server, including hard disks,
CD/DVD-ROM, CD/DVD writers and drives.
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[® Listof Hard Disks

Device] InYolume Location Model Mame Capacity|2.MAR.T. Status

HDD |Hot Spare) CH1 Hitachi HDS72168.. |73GE Good  |Off-line

HDDZ |- CH2 ST2180811A3 148GB | Warning |Defective

HOD 3 |PLAMET CH3 Hitachi HOT72101.. |230GEB Good  |On-line

HOD4 [PLAMET CH4 Hitachi HODES72161.. 14858 | Warning |On-line

Item Description
In Volume Shows to which volume the hard disk belongs.
Location Indicates the SATA channel position of the hard disk and USB position.
Model Name Shows the model or the manufacturer of the hard disk.
Capacity Shows the unformatted capacity of the hard disk.
Indicates the disk status or disk activity, being one of the following.
Item Description
. The hard disk is a member of a mounted volume
On-line A
Stat which is ready for data access.
atus The hard disk is not initialized yet. A no-init disk
No init must be a free disk, which can be used to create a
volume or be assigned as a hot-spare disk.

Defective The hard disk contains bad sectors.
Off-line The hard disk is not mounted and not accessible.

Backup/Archiving devices

= Backup/Archiving Devices

These are either CD/DVD-ROM drives, CD/DVD writers or drives. Type indicates what kind of
device it is. Mode indicates the data transfer mode of the storage device interface. Device type
could be CD-ROM, CD-R, CD-RW, DVD-ROM, DVD+R, DVD+RW or DVD-ROM+CD-RW.

5.2 Creating a volume

The first thing for the administrator to do with the storage is to create a volume on the hard disks.
Then he or she can share the storage for user access and set security control. To create a volume,
first go to the Volume—Create page. Specify the volume name in the Volume Name field and
choose the volume type (JBOD, RAID 0, RAID 1, RAID 5, RAID 6 or RAID 10). Then choose the
hard disks to be included in the volume. Last, click Apply to submit changes. The progress of
volume creation is shown on the Volume—Information page. Below are the volume types.
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Delete | Expand | Migrate ! Scan ! iscSI | RecycleBin | @

m To create a volume or spare disk, specify its volume name, volume type, select members and submit the

settings.
[® Free Disks
Device Location Mode Model Mame Capacity Status
HDDZ CHZ SATAA ST3160811AS 148GB Defective

[® MNew Volume Settings
* Yolume Mame:
* Yolume Type: | JBOD w ﬂlnfa.

& SelectVolume Members

====== Fres Dizks ====== ==== Volume Members ====

e ERE T

able - laoglb

s Option

[] =etthis volume as a Write-Once volume

Item Description

Just a Bunch Of Disks.
A JBOD-type volume contains only one hard disk as its member.

JBOD

RAID level 0 is disk striping only, which distribute data evenly over multiple disks
RAID 0 for better performance. It does not provide safeguards against failure. RAID level
0 uses two or more hard disks.

RAID 1 RAID level 1 uses disk mirroring, which provides 100% duplication of data. It
offers high reliability, but doubles storage cost. RAID level 1 uses two hard disks.

RAID level 5 distributes data and parity bits over multiple disks for both
RAID 5 performance and fault tolerance. A RAID volume can still work when a hard disk
fails. RAID level 5 uses three or more hard disks. Building a RAID-5 volume may
take hours depending on capacity.

RAID 6 (striped disks with dual parity) combines four or more disks in a way that
RAID 6 . .
protects data against loss of any two disks.

RAID 1+0 (or 10) is a mirrored data set (RAID 1) which is then striped (RAID 0),
hence the “1+0” name. A RAID 1+0 array requires a minimum of four drives — two
RAID 10 mirrored drives to hold half of the striped data, plus another two mirrored for the
other half of the data. In Linux, MD RAID 10 is a non-nested RAID type like RAID
1 that only requires a minimum of two drives and may give read performance on
the level of RAID 0.

When setting a Write-Once volume, you are not allowed to erase or change what
you have written on this volume. This setting CANNOT be reverted in any
situation, please think it twice before you enable it.

Write-Once
Volume
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Assigning Hot-spare disks

The hot-spare disks are global, which means they are not bound to any specific RAID volumes.
Whenever a RAID volume goes degraded because of a bad hard disk, a hot-spare disk will be
taken immediately to recover that RAID volume.

To assign hot-spare disks, please go to the Volume—Create page. Specify the volume type as
Hot-spare. Assign the free disks as hot-spares by using the dual window panes. Click Apply to
submit changes.

To remove disks from the hot-spare list, please go to the Volume—Delete page. Select the
hot-spares to be deleted in the Remove Hot-Spare Disks table and click Delete.

Delete | Expand ! Migrate | Scan ! iscsi | RecycleBin | @

M Tocreate a volume or spare disk, specify its volume name, volume type, select members and submit the

settings.
= Free Disks
Device Lacation Mode Model Mame Capacity Status
HDDA CH1 SATAZ Hitachi HDS72168 . T3IGB Ma-init
HODZ CH2 SATAA STI1G0811A8 148GB Defective

= New Volume Settings
* Yolume Name:
® YVolume Type: |Hot spars W ﬁlnfa.

* SelectVolume Members

====== Fres Diszskzs ====== === Volumne Memhers =—==

* Option

Set this volume as a Write-Once volume

5.3 Deleting a volume

To delete a volume, go to the Volume—Delete page. Select the volume to be deleted and click the
Delete button. Please be very careful because all data in the volume will be destroyed and the
RAID configuration will be erased also. All hard disk members in this volume will become free
disks after the deletion.

45



@ PLANET

Networking & Communication 4-Bay SATA NAS RAID Server with iSCSI
NAS-7410

)

| Expand ! Migrate | Scan | i5CSI | RecycleBin | @

B To delete a volume or spare disk, check its check-box and submit the command.

= List of Volumes

Yolume Mame | Memhbers | RAID Type Free Space Total Space Status

[ |PLANET HOD3,4 RAID 1 1475B(100%) 1478 Ready

[® Remove Hot-spare Disks

Device Location Mode Model Mame Capacity Status
[] |HCDA CHA SATAZ Hitachi HDS72168.. 73 GHE Off-line

5.4 Expanding a RAID-5 volume

RAID-5 volume expansion makes it possible to enlarge volume capacity without rebooting the
NAS server. Volume capacity grows on the fly. Moreover, you do not have to change any share
permissions, security controls and quota settings after volume expansion. Storage management
becomes much easier.

To expand a RAID-5 volume, please go to the Volume—Expand page. Select a RAID-5 volume to
be expanded. Then choose the free disks as new members. Click Apply to submit changes. The
progress of RAID expansion is shown on the Volume—Information page.

Migrate ! Scan ! i5CSl | Recycle Bin

There are no free disks or RAID-2 volume for valume expansion

5.5 Migrating Data Volumes

Migrating a data volume is to duplicate a volume block by block. It helps administrators migrate or
duplicate data between volumes of different RAID types or capacity. During data migration, both
the source volume and the target volume will be un-mounted, not available for client access.

To migrate data, select a source volume, and the target volume to migrate to. Choose Data
migration and click Apply. The target volume will inherit all the security and quota settings of the
source volume. No differences will be observed by clients before and after the migration.

To duplicate a volume, select a source volume and the target volume. Choose Data duplication
and click Apply. The target volume will stay on-line after the data duplication.
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Delete | Expand ! | scan | iscst | Recyclesin | @

@Refresh

Migrate data from one volume to another. Please note that all data in the target volume will be lost.
During data migration, both the source and the target volumes will be un-mountad.

[® List of Volumes

Yolume Mame Members RAID Type| Free Space |Total Space Status
FLAMNET HDD3.4 RAID 1 147GB100%) |147GB Ready

[ Migrate Volume Data
* Source Velume: | ELANET »
* TargetVolume:
o Action: (& Data migration

Copy the source volume to the target. Take the source volume off-line after the copy. The
targetvolume will be named after the source volume. The target valume will inherit all the
share and security settings of the source valume.

> Data duplication

Copy the source volume to the target The source volume will remain onling after the copy.
Both volume names will not be changed.

Duplicate the ACL settings

5.6 Volume/Disk scan

Volume/Disk scan is especially useful for disk diagnostics and repairs lost or cross linked clusters
in Volume/Disk. All readable data will be placed in new clusters and defective cluster will mark as
bad in the file system. All the newly added devices will be scanned before usage to ensure the
data integrity in the NAS Server.

Select the volumes or disks you want to scan, click Scan Now button to start scanning. Or, click
Schedule to set the time for NAS Server to perform scanning at the scheduled time.

()]

| Recycle Bin g

| pelete | Expand | Wigrate | | iscsi

@Refresh

= Listof Volumes

Yalume Mame Schedule RAID Type| Free Space Total Space Status
N{FLANET 00:00 Weekly, —————— RATD 1 |1478B(100%) |147cB Expired

= List of Hard Disks

Device Schedule Laocation Madel Mame Capacity Status
[ jsoo1 - CH1 Hitachi .. T3GB Ho acan
D HOD2 00:00 Weekly,-———--—- CH2 14E8GE Scanned

= Options &) Configure

* Disk Auto-scanning: Disabled

Scan Now ] [ Schedule

Disk Auto-scanning
To make sure that the hard disks contain no bad sectors before putting into use, it is suggested to
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perform disk-scanning before taking such actions as creating a volume, expanding a volume,
migrating data or assigning a hot-spare disks. If disk auto-scanning is enabled, the NAS server
can scan disks automatically when you perform these actions. If the hard disks have ever been
scanned in the last 30 days, the auto-scanning will be skipped so that the auto-scanning will not be
activated too often.

To enable the feature, please click the Configure hyperlink on the Volume—Scan page. Set the
Disk Auto-scanning item to Enabled.

Delete | Expand | Migrate | | iscsi | Recyciegin | @

# Disk Scanning Options
® Disk Auto-scanning: |Ensbled

Hote: Once enabled, the NAS will scan the disks automatically before creating a volume, expanding a volume,
migrating volume data or assigning a hot-spare disk if the disks are not scanned in the last 30 days.

Apply ] [ Close

5.7 iSCSI (IP SAN)

iISCSI, (Internet Small Computer System Interface), an Internet Protocol (IP)-based storage
networking standard for linking data storage facilities. By carrying SCSI commands over IP
networks, iISCSI is used to facilitate data transfers over intranets and to manage storage over long
distances. iSCSI can be used to transmit data over local area networks (LANs), wide area
networks (WANSs), or the Internet and can enable location-independent data storage and retrieval.

iSCSI Target
Follow the steps below to configure the iISCSI target service on the NAS server.
1. Click “iSCSI” tab and Click “Add” to create an iSCSI target on the NAS.

2. Enter the iSCSI target information for configuration

Item Description
Target User Name | The name for the target.

Select to create an iSCSI target with a mapped LUN and enter the
size of LUN.

Comment The comment for the target.

iSCSI
Authentication

iSCSI Target Lun

None or CHAP.

Target User Name | The name for target authentication.

Password The password for target authentication.

Mutual CHAP Two-way authentication mode.

Initiator Name The name for initiator authentication.

Password The password for initiator authentication.
CRC/Checksum | Data or Header Digest.

3. Apply the settings. Now, an iSCSI LUN is a logical volume mapped to the iSCSI target. The
target and LUN are shown on the list under the “iSCSI” tab.
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The NAS supports 8 iSCSI devices at the maximum.

| Expand | Migrate | Scan |

® isSCSl target configuration
» [ZCEl qualified name

Targetusername:; |ENM

® [SCEltarget LUMN:

Target Volume Mame RAID Type Free Space LU size

(& |PLRNET FRID 1 138GB 100 MB |»

[¥] Allocats the disk Space now
Comment:

® [2CE] authentication

@ None

O CHap

Target username: (A~Z a~z 0~8)
Password: (A~Z a~z, 0~9)

Re-enter password:

lutual CHAP:
Initiator name: (A~Z a~z 0~8)
Password: (A~Z, a~z, 0~8)

Re-enter password:

4. The LUNSs created can be mapped to and unmapped from the iSCSI target anytime. You can
deactivate or activate by clicking (i) or (¥) icon, respectively. You can delete a target by clicking
% icon.

iSCSl target Management \'\

@Refresh

i i5CS|targetlist

iSCSI qualified name Capacity LLUIM allocation Comment Status Action

ENM 100MB 100ME Ready ) (2 X

Initiator Management: Add up to 32 Initiators to the Initiator Allow List. By default, all Initiators have
no access permission.

Add a new initiator:

1. Enter initiator name or IP.
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2. Click “Add initiator”.

3. New initiator will be displayed on the below allowed list.
Remove an initiator:

1. Click the checkbox in front of the name/IP of an initiator.

2. Click “Delete initiator” to remove the initiator from allowed list.

| petete ! Expand ! Migrate | Scan | | RecycleBin | @

i3CSI target \ Management ]

= Specify List of iSCSI Allow

« Entertheinitiator name or IP: Rdd initiater

= List of the allowed iSCSl initiators

Deny &ll initiatcrs

5.8 Recycle bin
This feature will take effect after the system re-start.
Recycle Bin function

When you enable this function, NAS server will automatically create a dedicated folder named
“Recycle.bin” in the share folder. When accessing the NAS server via SMB (Windows network
protocol), all deleted files will be moved to this dedicated folder.

Clean Recycle Bin automatically

This function can prevent the Recycle Bin from taking too much space on your hard disk, leading
to the occurrence of deficiencies in the volume space, and can save managers from time to time
required to clean up the Recycle Bin. Delete time setting can be used to make adjustments to
avoid affecting the overall performance of the NAS server; it is recommended that the delete time
can be set in the off-peak time.

Clean Recycle Bin manually
Manually clear the data in the Recycle Bin of all Volumes. The data will be removed permanently.
Delete | Expand | Migrate | Scan | iscsi | | @

m After you enabled the Recycle Bin, all deleted files through SMB (Windows Network Comunication Procotol)
will be put into the 'Recycle.bin' directory.

= Enable Recycle Bin

Share Mame Recycle Bin Recycle BinCapacity Status
brandon /FLAMET/Brandon/.recycle.bin/ 0KB Ready

@ [ Clean Recycle Bin automatically

* Set keep days 00 |w
= Setdelete ime
Start Time{HH:MI):| 00 » || 00

@ [ Clean Recycle Bin manually
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Chapter 6. Security control

This chapter covers how to set up the security control of the files, folders and shares stored in NAS
server. Managing Access Control List (ACL) file level security, file ownership and user quota are
also covered in this chapter. You can configure the following types of security control on the NAS
server:

1. Create, edit and delete user accounts in the local user database.

2. Create shares.

3. Configure Files, Folders and shares permission.

4. Configure local account, domain account and UNIX/Linux Hosts permission.
5. Maintain the ACL table.

6. Configure the local user and domain user quota limit.

6.1 Security information

The Security Information screen is the statistic of the current security setting of the NAS server. It
provides administrator with a summary of the security database and the status of the operation
mode.

The Information page is divided into two sections. The Security Database section displays the
number of shares, number of ACL nodes and number of users/groups.

| Fileffoider | Share | ACL | Account | Quota | @

= Security Database
* Mumber of Shares: 1
o Mumber of ACL Modes:
s Mumber of Accounts:
Local Usen'Group:

2
4
4
Domain UserGroup: 0
Trust Domain User/Group: 0
Haost Entry: ]
* Folder Cuota Entry: ]
= Security Configuration
» Windows Security Mode: Warkgroup Mode
# Waorkgroup/Domain Mame: workgroup

* Domain Login Account: (Mone)
o ACL Security Control: Enakled
* |ser Quota Control: Enabled
* Folder Quota Control: Disahled
| Item | Description |
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Number of Shares

Total number of shares created in NAS server.

Number of ACL Nodes

Total number of ACL nodes created. ACL tells NAS server which
access right each user has to a folder or an individual file.

Number of Accounts

The total account number of the Local Users/Groups, Domain
Users/Groups, Trust Domain Users/Groups and Unix/Linux Host
Entries.

Local User/Group

Total number of local users/groups. A local user or group is an
account that can be granted permissions and rights from NAS
server.

Domain User/Group

Total number of domain users/groups.
Domain wusers or groups are managed by the network
administrator.

Trust Domain
User/Group

Total number of trust domain users/groups.

Host Entry

Total number of Unix/Linux hosts entered.

Folder Quota

Total number of Unix/Linux hosts entered.

The “Security Configuration” section shows the current security configuration settings of the

server.

Item

Description

Windows Security
Mode

Display the status of the Windows Network operating mode.
Status: “Domain Mode or Workgroup Mode”.

Workgroup/Domain
Name

Display either the workgroup name or domain name.

Domain Login
Account

Display the username for retrieving the domain user list in the
domain.

ACL Security Control

Display the status of the ACL Security Control. Status: “Enabled”
or “Disabled”.

User Quota Control

Display the status of the User Quota Control. Status: “Enabled” or
“Disabled”.

Folder Quota Control

Display the status of the Folder Quota Control. Status: “Enabled”
or “Disabled”.

6.2 Creating share and assigning share permissions

You can share a specific folder in any volume created in the NAS server with others on the

network. When you create a share, you can assign the permission to the share that other users

will be allowed or denied when they access the share over the network.
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| share | AcL | Account ! Quota ! )]
= Current Path: /FLZNET/
File/Folder Mame Owner Sharing Securit:.-‘i =)
@ : | e
[:l.s_“_—:g: - - | P -
[:I_s'_:ste::._ Admin Create c Z |:|
v Brandon Zdmin vedizy | € [ O

To create a new share:

1. Go to Security—File/Folder menu.

2. Locate the volume you want to share on the volume lists.

3. Click the Create hyperlink to share the corresponding volume. Then go to Step 9.

4. If you want to share an existing folder under a volume, click the volume name hyperlink. Click
the folder hyperlink until you reach the desired directory. Then, go to Step 8.

5. If you want to share a new folder under a volume, click the folder hyperlink until you reach the
desired directory path.

6. Click the Create Folder button to create a new folder.

7. Enter a new folder name and click Apply.

8. Click the Create hyperlink to share the corresponding folder.

9. Enter a unique shared name in the Share Name field. The shared name is what user will see
when they connect to this share. The actual name of the folder does not change.

10. To add a comment about the share, type the text in Comment.

11. To limit the number of users who can connect to the share, on the User limit, click Allow and
enter a number of users.

12. Select the protocols you want to share.

13. Click Apply to save the setting.
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| Share Property \4 Share Permissions \'-J LIMELinux Setting \\1

[® Share Information
» Share Mame: krandon

& Share Path: /PLANET/Brandcn

[® Share Permission

+ Domain: | All 4 + Autherized | Unsuthorized: | All M Apply 1 >

(jj;'iup Domain Name Shars Permizsion | []
,g NAS-7410 Admin Full ContraliFC » || [] %

! ) NAS-7410  |Guest Full Contral(FC » || [

o NAS-TA0 |Admins® Full CantraliFC » || [

@. NAS-7410 Everyons® Full Contral(FC. || [

g NAS-7410 anthoty Full Contral(FC » || [
W

< g

To assign share permission of a share for local account and domain account:

1. Go to Security—Share menu.

2. Locate the share and click permission icon to assign or modify share permission to this share.
3. Highlight the users or groups from user pool and click user’s checkbox.

4. Select the appropriate permission from the pull down menu at the bottom.

6. You can modify the permission of the users or groups in the privileged list by first highlight the
users or groups and then select the appropriate permission from the pull down menu at the bottom
of the share permission item.

7. Click Apply to save the setting.

You can also modify share permission in Security—File/Folder menu by clicking the
Modify hyperlink of the corresponding shared folder.

You can assign the following share permissions to a user on NAS server:

No Access (NA) — Account has been denied access to the share.

Read Only (RO) — Account is allowed to read the share.

Change (CH) — Account is allowed to read and write to the share.

Full Control (FC) — Account is allowed to read both read and write and change permission to the
file or folder.
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Share F'rl:upert-,-'\' Share Permissions \'4 UNIKJ'LMuKSEtI.ing\'-\I

= sShare Information
* Share Mame: brandon
® 3Share Path: /FLANET/Brandon

(® Share Permission

s LD Taer-Define (% |0
e G0 Taer-Define [ |0

& Permission: |73%

= Specify privileged hosts

f::\ Bead/Writce (EW) r

UID;| User-Define ¥ |0 LD
GID;| User-Defins (M ||0 cID:
| 2pply | [ close |

To assign share permission of a share for UNIX/Linux host:
1. Go to Security—Share menu.

2. Locate the share and click C to assign share permission to this share.

3. Click the UNIX/Linux Setting tab.

4. Assign the UID, GID and Permission of this share. It will overwrite the ownership and
permission of the mount point once the share is mounted by the NFS client. If the NIS support is
enabled, the UID and GID pull-down menus will list all NIS users for you to choose.

5. You can allow all hosts to access the share with read/write or read only permission. Then go to
Step 9.

6. Or, you can specify privileged hosts by highlighting the host IP from the left hand windows.

7. Select the appropriate permission from the pull down menu at the bottom of the left hand
windows.

8. Assign which UID/GID the root account of the UNIX host should be converted into when
accessing the share. This is the ‘root squash’ function.

9. Click the >> button to join the privileged list.

10. You can modify the permission of the hosts in the privileged list by first highlighting the
privileged host and then select the appropriate permission from the pull down menu at the bottom
of the right hand windows.

11. Click Apply to save the setting.

12. If you want to remove shares, check the corresponding checkbox located at the end of the row

and click ¥,
You can assign the following share permission to UNIX/Linux Hosts on NAS system:
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Read Only (RO) —The host is allowed to read the share.
Read Write (RW) —The host is allowed to read and write to the share.
6.3 Configuring file and folder security and ACL
| Share | | Account | Quota | @
= Enable ACL control
Path of ACL Mode Qwner Permissicn w
I:I SELANET /Brandon Ldmin 0 |:|
D SPLANET /Brandeon/.recycle.bin Ldmin c |:|

Access Control Lists (ACL) are associated with each file and folder, as well as the list of users and
groups permitted to use that file or folder. When a user is granted access to the file or folder, an
ACL node is created and added to the ACL for the file or folder. If you assign permissions to a local
user, a Security ID (SID) created by NAS system will be referred by the ACL for the file and folder
security. If the local user is then deleted, and the same name is created as the previous one, the
new user does not have permissions to the file or folder, because the SID will not be the same.
The administrator will have to re-configure all the group memberships and access rights to the files
and folders.

Since the Security ID (SID) for domain user is issued and maintain by the domain controller on the
network. Administrator does not need to re-configure all the group memberships and access rights
to the files and folders if the domain user is deleted from the local user database and the same
name is created as the previous one.

If the administrator changes the permission on a file or folder that a user is currently
accessing, the permission setting does not take immediate effect because of the local
handle being used by the user. The new rights will only take effect when the user
reconnects to the file or folder.
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ber | Share | | Account | Quota | @

= ACL Security Control
* Folder Object: SELRNET /Brandon
* Access Control List
Inherit from parent folder

ClPropagate to all subfolders and files.

Specify Privileged Accounts

O [read/iritemw) (¥ G

* indicates group

[ LApply ] [ Close l

There are two built-in user accounts: Admin and Guest. And two built-in group accounts: Admins
and Everyone.

Every user of NAS server including local and Domain user is the member of the Everyone group.
By default, when a volume is created, Admins and Admin and Everyone will be granted Full
Control permission. After you set permissions on a volume, all the new files and folders created
under the volume inherit these permissions. If you do not want them to inherit permissions,
uncheck the Inherit from parent folder when you set up the permissions for the files and folder.

Configuring file and folder security:
1. By default, ACL control is enabled.
2. Go to Security—File/Folder menu.

3. Locate the file or folder you want to configure the permission.

4. Click (

Control.

the icon. If the icon is disabled, go to Security—ACL menu to enable the ACL

5. Clear the Inherit from parent folder check box.

6. Select the users or groups from the left hand windows and click the >> button to join the
privileged user/group list.

7. If you want all the subfolders and files inherit the new permission you have just set, check the
Propagate to all subfolders and files check box.

8. Click Apply to save the setting.
You can assign the following File/Folder permission to a user on NAS server:
No Access (NA) — Account has been denied access to the file or folder.

Read Only (RO) — Account is allowed to read the file or folder.
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Write Only (WO) — Account is allowed to write to the file or folder.
Read Write (RW) — Account is allowed to read and write to the file or folder, but not to delete it.
Modify (MO) — Account is allowed to read, write and delete the file or folder

Full Control (FC) — Account is allowed to read both read and write and change permission to the
file or folder. Set file/folder permission in Windows Network NAS server provides a simple,
efficient way to set up and maintain file/folder security in Windows Network. To change
permissions, you must be granted permission to do so by the administrator. Below is the
permission mapping table of NAS server in Windows Network:

File/Folder

Folder Permission in

File Permission in

Permission  Windows Network Windows Network
in NAS
system
O Full Control O Full Control
O Medify O Modify
No Access | O Read & Execute O Read & Execute
[NA) O List Folder Contents | O Read
O Read O Write
O Write
O Full Control O Full Control
O Medify O Meodify
Read Only | M Read & Execute M Read & Execute
(RO) M List Folder Contents | M Read
M Read O Write
O Write
O Full Centrol O Full Centrol
O Modify O Modify
Write Only | O Read & Execute O Read & Execute
(WO) O List Folder Contents | O Read
O Read B Write
M Write
OFull Control O Full Control
O Medify O Modify
Read/Write | ¥ Read & Execute M Read & Execute
(RW] M List Folder Contents | M Read
¥ Read M Write
M Write
O Full Control O Full Control
M Modify M Modify
Meodify M Read & Execute M Read & Execute
(MO} ™ List Folder Contents | M Read
™ Read B Write
™ Write
™ Full Control M Full Control
M Modify M Modify
Full Control | M Read & Execute M Read & Execute
(FC] ™ List Folder Contents | B Read
M Read M Write
M Write

To set, view, change or remove file/folder permission in Windows Network:

1. Locate the file or folder you want to set permission

2. Right-click the file or folder, click Properties — Security

3. Change permission from an existing groups or users, click the Allow or Deny checkbox
4. Or, remove the groups or users by clicking the Remove button.

To change owner of a file or folder

1. Go to Security—File/Folder menu.

2. If you want to change the owner’s name of the corresponding file and folder, click the owner’s
name hyperlink. Select a new owner from the user list.

3. Check the checkbox beside Apply to all sub folders and files if you want to propagate the
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ownership to all sub folders and files.

4. Click Apply to save the setting.

6.4 Creating the local user and local group accounts

Alocal user or group is an account that can be granted permissions and rights from your NAS
server. You can add local user to a local group. Groups are indicated by a * sign at the suffix of the
name. You can also grant administrator privilege to a local group. Groups with administrator
privilege are indicated by a # sign at the suffix of the name.

| share | AcL | | quota | @

Local Account J 4 UNELinux Host \

= Add, delete or modify local users and groups

Local Acoount =s====———=—=—

( Ldd User |

[ 244 Group ]

[ Mass Inport ] o LastImport

* indicates group

To create a local user:

1. Go to Security—Account—Local Account menu.
2. Click the Add User button.

3. Type in the user name and enter the password.

4. Re-type the password to confirm.

5. Click Apply to save the setting.

| share | acL | | Quota | @

Local ACCOUH'[\"- Domain Account N LIMEGLinux Host \'\I

® Create Local User Account

Llser Mame: Anthony
Mew Password: sesnnee
Enahle password strength detected: _ Iid High
Confirm Password: sssasas

Disable user account.

[ Apply ] [ Cloae
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To create a local group:

1. Go to Security—Account—Local Account menu.
2. Click the Add Group button.

3. Type in the group name.

4. If you want to grant the administrator privilege to this group, click the Grand administrator
privilege check box.

5. Select the users from the left hand windows and click the >> button to join the group.
6. Click Apply to save the setting.

LocaJAccount\"- D-:lmain.i‘«cc-:n.mt\ UNIKfLinleHnst\\I

[® Create Local Group Account

® Group Mame: |ETM

] Grant administratar privilege

B HNote: members of a local group can be local users, domain users or domain groups

=—————— [Jnselected ——————— ———————— Members ————

* indicates group

[ Lpply ] [ Close ]

If you want to grant administrator privilege to a user, simply add the user to the built-in
group Admins which has administrator privilege. User with administrator privilege can
access the administration home page.

To view and change local user property:

1. Go to Security—Account—Local Account menu.

2. Select a user.

3. Click the Property button.

4. If you want to change the password, enter a new password and confirm.

5. If you want to disable this user account, click the Disable user account checkbox.

6. Select a group from the left hand window and click the >> button to add the user as a member of
this group in the Member of section.

7. Click Apply to save the setting, and view and change local group property.
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Local Account N \ LIMELinux Host \"\I
= User Property
User Mame: anthony
Mew Password: T

Canfirm Password, |(eessssssss

[] Disable user account.

(= Member Of
# Specify the groups to which the user belongs

——————— [Jngelected ———————

[ Apply ] [ Close l

The NAS server provides a mechanism for administrators to create multiple accounts at one time.
It imports accounts from a text file and create local accounts accordingly. The text file defines
some parameters related to the accounts, like passwords, user quotas, groups, etc. Also it can be
used to create user folders in a batch. Below is an example of the text file.

# username, password, group, user quota, user folder, folder quota, create default ACL
user001, aalaa1, group A, 1GB, /vol-1/users/user001, 1GB, yes

user002, bb2bb2, group A, 1GB, /vol-1/users/user002, 1GB, yes

user101, 101101, group B, 10GB, /vol-1/users/user101, 10GB, no

It is suggested that administrators use Microsoft Excel to maintain the account file, and then save
it as .CSV files, in which fields are delimited by commas. Thus, the advance features of Microsoft
Excel, like filling in a series of numbers or items, easy copy and paste, can be used.

To mass import local accounts:

1. Go to Security—Account—Local Account menu.
2. Click the Mass Import button.

3. Select a file to import.

4. Click the Apply button.

5. If there are any errors, it will be displayed in the pop-up window after clicking the Last Import
hyperlink.
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Local Account\'-i D-:lmain.i.ccmlntw UM Linux H-:ust\\I

B |mport massive local accounts from a text file, which contains the information of user names, passwords, etc.
The file format is .C5V {Comma Separated Values), which can be edited by Microsoft Excel.

= Mass Import Local Accounts

* |mport from file|C:\Documents and Settings‘\brandonw'.

* []overwrite the existing accounts if duplicates are found

= Sample File

[ Epply ] [ Close ]

6.5 Caching windows domain user accounts

Domain users and groups are managed by your network administrator. Windows network uses a
domain controller to store the information of all the domain users and groups. When the Windows
Network is set to use Domain Mode in your NAS server, you need to cache domain account in
the NAS server’s local user database. By caching domain accounts, it speeds up the process of
setting permissions and quotas.

| share | acL ! | Quota | @

anal.i‘-.ccnunt\q Domajnhccount\'- LIMELinux Hnst\'\]

[® Retrieve domain accounts from a domain controller

s plative Domain Name: workgroup Q Zynchronize user database 0 Update user datahasze

i Filter Rules

o Uszr | Group: All v | » Domain: All w

» Authorized |

Unautherized: Al .

o Kevword: Apply [ Select all >
User Domain Mamsz O
Group - o

To retrieve Windows domain user/group:

1. Go to Security—Account menu.

2. Click the Domain Account tab.

3. Select the domain users or groups from domain user pool and click domain user checkbox.

4. Click Apply to save the setting.
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Filter Rules:
Item Description
You can filter windows domain pool that displays domain users or
User/Group )
domain groups or all.
Domain You can filter which one domain displays pool or all.
Authorlzc_ad / You can filter authorized or unauthorized domain accounts or all.
Unauthorized
You can filter domain accounts which you key in some keyword in
Keyword

field.

This function synchronizes the domain accounts cached in the
NAS user database with the native domain controller. New
domain accounts in the domain controller will be added to the
Synchronize User NAS user database, while the non-existent domain accounts will

Database be removed from the NAS user database. Due to the limitation of
system resource, the user database synchronization will be
skipped if there are more than 20,480 domain accounts in the
domain controller.

Changes of user accounts on the domain controller will not affect
the NAS server automatically. You have to do it manually. The
'Update user database' function on the Domain Account tab of
the Security—Account menu helps you find the user accounts
Update User Database | which have already been deleted from the domain controller, yet
still remain in the NAS user database.

You can choose to delete them from the database. ACL and
share permission will be also updated by removing the entries
related to those users.

6.6 Creating UNIX/Linux host

For NAS server, NFS client’s mount privileges are granted specifically to UNIX/Linux host created
by the administrator. If a UNIX/Linux host is granted access right to a share in the NAS server,
user of the UNIX/Linux host can have access to the share. Administrator should create a
UNIX/Linux host list prior to grant access right to them.

er | Share | AcL | | Quota | @

‘ Local Account 4 Domain Account 4 UNEXLinux Host -"I

= Input a host IP address or address range
Host IP: Host List:
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To create a list of the UNIX/Linux host:

1. Go to Security—Account menu.

2. Click the UNIX/Linux Host tab.

3. Enters a single host IP address in the first text box.

4. Or, enter the start IP address in the first text box and the last 3 digits of the end IP address in the
second text box to input a range of the host IP addresses of the Host IP field.

5. Click the Add button to add the host IPs to the host list.
6. Click Apply to save the setting.

6.7 Managing quotas

| Share | AcL | Account | | @\'
kY Ay
User Quota | Folder Cuota \
B Setting the quota limit to "0" will remove the quota limit for that folder, i.e., unlimited disk usage.

£ Enable user quota control

Set all quotas to [200 r.1EIQSeT @ Recalculate
Lser Mame (W]{n} GID Type Inllse Clucta Limit

Edmin 0 il Local 1934MB -

Guest -1 -1 Local OMBE 100 ME

enthony -1 -1 Local OME 100 ME

Configuring user quota:

NAS server supports two types of quotas: user quota and folder quota. User quota monitors the
disk space usage of each user. It is based on file ownership, and is independent to which volume
that the file and folder located. Below are the descriptions of the parameters when setting up user
quotas.

Item Description
User Name User name in the local user database.

The user ID set in the user mapping table in “Network — UNIX/Linux’

uUID
menu.
GID The group ID set in the user mapping table in “Network — UNIX/Linux”
menu.
Type User type “Local” or “Domain”.
In Use Total amount of disk space used by the user.

Quota Limit The amount of disk space in MB a user is allowed to use.

1. Click the Enable user quota control checkbox to enable user quotas.

2. Enter quota limit in MB for the user under the Quota Limit column.
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3. You can click the @ Recalculate icon to obtain the most updated information of the total
amount of disk space used by each user.

4. Click Apply to save the setting.

To set all quotas to the same value, please specify the quota value in the Set all quotas to xx MB
input field. Click the Set hyperlink to save settings.

| share | acL | Account ! | G"
Y
User Quota 4 Folder Quota '-1
H Setting the quota limit to "0 will remove the quota limit for that folder, i.e., unlimited disk usage.
™| Enable folder quota control
Set all quotas ta |00 e @) set ,%%dd @recalculate

| (Mone) |

Configuring folder quota:

Folder quota monitors the amount of data that can be stored on the folder on which folder quota is
applied regardless of who saves there. It can limit the total amount of data stored in the NAS
server to effectively control the proper consumption of the storage resources. Note that it is
prohibited to set folder quota to the Volume root or “System folder” and its sub-folders.

Item Description
Folder Name | The path and folder name that the folder quota has been applied.

In Use Total amount of disk space used.

Quota Limit The amount of data that can be stored in the respective folders.

Delete quota entries by selecting the check box at the end of each quota
wy entry and click this icon.

1. Click the “Enable folder quota control” checkbox to enable folder quotas.
2. Click theg“Add” to add folder quota to a folder.

3. Click the0 “Select Path” to browse for target folder.
4. Enter the quota limit in MB.
5. Click “Apply” to save the settings.

6. You can click Gthe “Recalculate” to obtain the most updated information of the total amount
of disk space in use on each folder.

To set all quotas to the same value, please specify the quota value in the “Set all quotas to xx MB”
input field. Click the “Set” hyperlink to save settings.
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Chapter 7. Disc Sharing and Data Archiving

Disc Server creates and manages CD and DVD disc images for easy and fast disc sharing. It
relieves the efforts of handling huge amount of discs. Thousands of discs can be kept online for
user access. To protect those disc images, all NAS servers are equipped with a robust RAID
sub-system, which features hot-spare disks and strong data protection.

Data Archiving | Quick Setup

| Disc Images | Disc Caching | Disc Shares | Disc Recording

B The Disc Server function has not been configured properly. Please go to the Quick Setup page and specify the
settings.

H At least one disc image folder is required for the Disc Server function to operate. Please go to the
Disc Image Folder page to add a disc image folder.

= Disc Server Information

* MNumber of Discs: 0

= Mumber of Disc Image Folders: 0

= Mumber of Disc Shares: 0

= Mumber of Group Shares: 1]

= MNumber of Disc Folders Shares: 0
= CD Device Functions

= CD Function of CD01 Device : Loadeririter oi.l-:lclif;.-'
™ Disc Server Settings oC-Jnfigure

» Remote Disc Caching Group: Admins

& [ount Sequence: 1S0—=UDF{IS0-13348)

* The default COROM share: Enahled

* The default MIRRCR share: Enahbled

» Scanning For Disclmages Regularly: Disabled

7.1 Starting to use the disc server function

Disc Caching | Disc Shares ! Disc Recording | Data Archiving |

B Please specify the following settings to start using the Disc Server function.

= Step 1. Select the CD device to cache discs automatically when discs are inserted.
CDO1 |»
= Step 2. Specify where the disc images will be stored.

JPLAMNETS discs /W

Hote, All cached discs will be shared under the default MIRROR share,

It requires some simple configuration before using the Disc Server function. Please open the
administration page and select Quick Setup from the Disc Server menu. On the page, select the
CD or DVD device which will duplicate the disc image automatically when a disc is inserted. Then
specify the folder to store the duplicated disc images. Click Apply to save the settings.

Insert a disc into the CD or DVD device. It should start duplicating the disc image immediately.
When it finishes, network users can access the disc by opening the MIRROR share of the NAS
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server.

7.2 Sharing discs

Administrators can choose to share a single disc, multiple discs or a disc image folder. If a single
disc is shared, its content will be shown when users open the network share. If multiple discs are
shared, the discs will appear as individual folders under the network share. The folder names are
the same as the disc names. If a disc image folder is shared, all the discs in the disc image folder
will appear as individual folders under the network share.

= Share Information
® Share Mame: | _disca_
® Share Type: DiscFolder Share
* Comment:
& LlserLimit
& Unlimited

O Allow IJsers

= Share via Protocols
. Windows Metwork (SMBICIFS)
. LIMESLinux Metwoark (MF3)
. Macintosh Metwork (AFP
. Web Access (HTTR)

Epply ] [ Closze

To share a single disc:

To share a single disc, go to the Disc Server—Disc Images menu of the administration page.
Click the Create hyperlink in the Share column. Click Apply to share the disc. Enter the Share
Permissions tab to assign user permissions if you want to restrict user access. The Unix/Linux
Setting tab is for configuring NFS security settings. Please refer to section 6.5 - Creating Share
and Assigning Share Permissions for the details of share permissions and NFS security settings.
You can also go to the Disc Server—Disc Shares page to share a single disc. Click the Create
Disc Share button. Specify the share name and click Apply to create the share. Select the disc to
share in the Share Target tab and click Apply.
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Disc Recording

Data Archiving

Quick Setup

= Share Information

® Share Mame:

® Share Type: G

® Comment

® lserLimit
& Unlimited

O Allow

IR iy

ENM

roup Share

=zers

= share via Protocols
* Windows Metwork (SMBICIFS)
. UIMEGLinux Metwark (MF3]
. Macintosh Metwork (AFP)
. Weh Access (HTTP)

To share multiple discs:
To share multiple discs, go to the Disc Server—Disc Shares page. Click the Create Group

Share button. Specify the share name and click Apply to save settings. Select the discs to share

[ Epply l [ Close ]

in the Share Target tab and click Apply. Use the Share Permissions tab or the Unix/Linux
Setting tab if you want to restrict user access.

Disc Recording

Data Archiving |

Quick Setup

® Share Information

Share Name:
Share Type:
Comment:
User Limit
@ Unlimited

O Allow

Eran:tenl

Disc Folder 3hare

Users

= Share via Protocols
Windows Metwork (SMBICIFS)
LM Linux Network (MFS)
IMacintosh Metwork (AFF)
Web Access (HTTPR)

[ Apply l [ Close

68



@ PLANET

Networking & Communication 4-Bay SATA NAS RAID Server with iSCSI
NAS-7410

To share a disc image folder:

To share a disc image folder, go to the Disc Server—Disc Images—Disc Image Folder menu of
the administration page. Click the Create hyperlink in the Share column. Specify the share name
and click Apply. Use the Share Permissions tab or the Unix/Linux Setting tab if you want to
restrict user access.

You can also go to the Disc Server—Disc Shares page to share a disc image folder. Click the
Create Disc Folder Share button. Specify the share name and click Apply to create the share.
Select the disc image folder to share in the Share Target tab and click Apply.

7.3 Creating disc images
@

| Disc Shares | Disc Recording ! DataArchiving | Quick Setup |

B To change the CD function to Disc Mirroring or Loader/\WVriter, please click the hyperlink in the Function
column. To configure the disc mirroring settings, please select a CD device first.

[® Device List

Device Type Lacation Model Mame Function Status
Chol OVD dusl+BEW|CH7 HL-DT-5T CVDRAM GU&ON Disc Mirroring  |Ready

[® CDDevice: [CDOL v
[® Disc Mirroring Settings
* Target Location

(#) Disc Image Folder: .I'PLi.r-JET.u'_discs_QEeled Folder
() Replace an existing image: QSelect aDisc
* DiscMame
® Same as disc label
O User-defined:
* Options
Share the discimage when the mirraring is completed

Skip mirraring ifthe discimage already exists

Using the local optical device to duplicate disc images

The simplest and fastest way to create a disc image is to use the CD or DVD device of NAS server
to duplicate the inserted discs. Usually a CD can be duplicated in 5 to 10 minutes.

To configure a device so that it can automatically duplicate any inserted discs, please go to the
Disc Server—Disc Caching menu page of the administration page. In the Device List table, click
the hyperlink text in the CD Device’s Function column and change the CD function to Disc
Mirroring.

The Disc Mirroring Settings section will appear on the page. Select a folder as the target location.
The folder is called Disc Image Folder, which is a folder especially for storing disc images. In
addition to creating a new disc image, it can also replace an existing disc image with the
duplicated one. If the disc image being replaced is shared, the duplicated disc image will inherit all
the share settings and permissions. The CD replacement will happen once and it will return to the
previous settings.
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| Disc Images | Disc Caching | Disc Shares | Disc Recording | Data Archiving | Quick Setup | (‘3\

H Here you can change the function of the CD device. The Disc Mirroring function will cache CD automatically

when a disc is inserted. You will have to specify the target location on the Disc Settings page if the function is
changed to Disc Mirroring.

® Configure CD Function
* Device Name: CDOA

* Type: DVD dual+RW

= Location: CHa

* [lodel Mame: HL-DT-ST DVDRAM GLISON
* Function

() Direct Access
Maount HFS first for hybrid CD titles
Use the disc name as the share name
(O Loadeririter

(& Disc Mirroring

[ Apply ] [ Close ]

The disc image’s name can be either inherited from the CD label or user-defined. A user-defined
name will only apply once to the next duplicated disc image.

If you set the CD function to 'Direct Access', it will mount any disc inserted in the CD/DVD device.
The mounted disc will appear as a folder under the default CDROM share.

| System Profiles | vse | @\'

Loader A Writer \."I

® Copy data from CD or DVD discs
* [evice List

Device Type Location Maodel Mame Function Status
Coo1 DVD duzal+BW CHE HL-DT-5T CVDERM GU&0N Disc Mirroring Ready
* Source Device: Thnere is no availakle device w
* Target Path: seLaET @) select Path

& Oyerwrite Options
Mever overwrite the existing files
Always overwrite the existing files

Cwverwrite clder files with newer files

Copying disc images via network filing protocols or SmartSync

The disc images are stored in the disc image folders. Administrators can also copy or sync the disc
images from one NAS server to another, using Windows Explorer, MacOS Finder or SmartSync.

When disc images are copied to a disc image folder, the NAS server will not recognize them
immediately. Administrators must command the NAS server to discover disc images manually or
set up the NAS server to discover disc image regularly.

70



@ PLANET

Networking & Communication 4-Bay SATA NAS RAID Server with iSCSI
NAS-7410

| Disc Images | Disc Caching | Disc Shares | |

Disc Recording | Data Archiving

Quick Setup

[® Configure Disc Server Settings

& Remote Disc Caching Group: Admins w
& [Mount Sequence: I50--»UDF (IS0-13348) W
* The default CORCM share: Enabled |»
* The default MIRROR share: Enabled |
# 3Scanning For Disclmages Regularly: | Disakbled W
[ Apply ] [ Claose ]

To discover disc images manually, please open the Disc Server—Disc Images administration
page and click the Rescan images hyperlink to the right of the page.

To set up the NAS server to discover disc images regularly, please open the Disc
Server—Information page. Configure the Disc Server Settings to enable the NAS server to
scan for disc images every one hour.

NAS Finder V3.28 =T >

File Edit View Mimar Server Tool Help

LN NPT R

L 8 R

&-?ﬂ Des.k.lup .Folder |
E| &J ty Camputer B PP 0. R 1T R
A= IR} Empty - » CPPA0. R 120000 2
CPPL0. R 10001 A
@ ty Cantainer OPP40. R IC0002 =
E| Ja MAS Mehwork Sy OPPS0. R1CO003 R
i‘@ MNAS Servars OPP40.R1C0005 R

 CPPA0. R ICO00T r.w»,r n-:.\-_u
----- UU Hemote Servers ot T ast/ppp. IMG
et SSystermry/ErTast/ ot iMG

20012427 PM 03:02:45

Using the remote mirroring software to create disc images

Please refer to Appendix B - Utility for NAS server for how to use the remote mirroring software.

7.4 Managing discs
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| DiscCaching | Disc Shares | DiscRecording | DataArchiving | Quick Setup

All Disc Images l Disclmage Folder .\I

= List of All Disc Images

QRe-scan images

Page: |01 (» (/1
Disc Mame Disc Format Location Size Share Status | @y
I50-3&60 JPLANET/_discs_ 56 MB| Create |Ready El

Page: |01 v (/1

Once the disc image is created in the NAS server, it can be seen on the Disc Server—All Disc
Images menu of the administration page. If the disc images are not created or duplicated by the
NAS server or by the remote mirroring software, administrators will have to re-scan the disc image
folders for disc images manually. For example, if disc images are copied from another NAS server
to a disc image folder over network using the Windows or other OS platforms, the NAS server will
not be able to list them on the Disc Images page. In such cases, administrators have to click the
Re-scan images hyperlink text to the right of the page.

To change the disc name:

To change the disc name, click on the hyperlink text in the Disc Name column. On the same page,
it also shows detailed information of the disc image.

To delete a disc image:

To delete a disc image, check the check-boxes to the right and click the Delete icon.

7.5 Burning disc images

Disc Caching | Disc Shares | | DataArchiving ! Quick Setup | @

B The CD device's function must be changed to Loader\Writer so that it can write to discs. Please click the
hyperlink text in the 'Function' column to change the function.

= Device List
Device Type Location Model Mame Functicn Status
CDol OVD dual+RW|CHE HL-DT-ST LCWVDRAM GU&0N Loader/Writer  |Ready
* Target Device: CDOL1 |»
* Source Disc Name: 1P CARN &) sciectaDisc
* |mage Size: 5aMB
* Disc Format: 130-9660

DiscVolume Label: IF CAM

Owerwrite Options: [] Erase disc before writing

[] Write disc at low speed

To burn an existing disc image, select Disc Recording from the Disc Server menu on the
administration page. To do disc recording, the CD function must be configured as Loader/Writer.
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To change the CD function, please click the hyperlink in the Function column of the Device List
table. Next, select a disc image by clicking the Select a Disc hyperlink. After the selection is made,
the disc image information will be shown underneath, including image size, disc format and disc
volume label. Check the Erase disc before writing option if it is a rewriteable disc which contains
data. Click Apply to start the disc recording.

7.6 Archiving data to CD/DVD discs

s | Disc Caching | Disc Shares | Disc Recording I | Quick Setup | m

Summary \'- Tasks \.\I

= Archiving Settings
* The archive folder,  /PLAMET/_archive_ QG-::nTigure

= Summary Logs

Task Mame Discs Start Time wy

Data archiving is to move or copy regularly NAS data to CD/DVD discs. Administrators can set file
filters, mostly based on file date/time, to specify what to burn. One of the applications is to move
obsolete data out of the NAS server so that disk space can be freed for future uses.

If used with the Disc Server function, the Data Archiving function becomes more versatile. You can
choose to turn some less-frequently-used files to read-only disc images first, which can be
mounted by the Disc Server function to share to network users in read-only forms. When the
archived data are not in use for a long time, you can then choose to burn them to discs, freeing the
hard disk space.

The archive folder

During data archiving, the NAS server will first create disc images in the archive folder, which is a
disc image folder specifically for storing archived data in the form of disc images. Firstly specify the
location of the archive folder on the Disc Server—Data Archiving—Summary page before you
use the data archiving function.

Summary logs

On the Disc Server—Data Archiving—Summary page also shows the summary logs, which
keep track of the execution summary of the data archiving tasks.

In addition, they keep records like which disc images are created, which are burned and which are
not. Click the View hyperlink under the Discs column of the Summary Logs table to view the list
of disc images. For those disc images not burnt yet, you can choose to burn them.

Setting up data archiving tasks

On the Disc Server—Data Archiving—Tasks page, you can create tasks to archive data
manually or scheduled.

Item Description

Task Name Specifies the name of the data archiving task for management purposes.

Specify the data to be archived. The folders, not preserving the full

Source Folders | . “Wwill be archived to CD/DVD discs.
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Disc Label

Specifies the labels of the CD/DVD discs.

Date Extension

If the date extension is enabled, it will append the date of archiving to the
disc labels. For example, PLANET20041010_01 is the first disc created
by the data archiving task on October 25, 2004 with the date extension.
The second disc will be PLANET20041010_02 if more than one disc is
created.

Disc Type

Specifies the media for burning. It can be a CD (650M/700M), a DVD, a
blu-ray DVD or a dual-layer DVD. The NAS server will create disc
images that match the size of the disc type, and then burn the disc
images.

Advanced
Settings — File
Filtering

At first the settings are hidden. Please click the Show hyperlink to
display the advanced settings. The file filters specify which files in the
source folders to include for data archiving. You can choose to include
only the files which are in the specified date range. Or, you can choose
to include the files which are N days old. Or, you can choose to include
only the files of which the archive bits are set. The NAS server will clear
the archive bits of the source files which are archived, if not deleted.

Advanced
Settings — Skip
Archiving (Do
archiving only

if...)

You can set constraints so that the archiving task is activated only when
one of the following conditions is met.

if the free volume space is lower than n% — in other words, the data
archiving will be skipped if the free volume space is high if the archived
data are over n MB/GB - that is to say, the data archiving will be
skipped if the archived data are below the threshold.

Archiving
Schedule

Specifies the schedule of the archiving task. If the schedule is due, the
NAS server will check if the conditions specified in the Advanced
Settings are met. If met, then perform the data archiving task.

Options

Delete source files after the archiving is completed — if checked, the
NAS server will delete the source files to free up disk space after data
are successfully archived as disc image burned to discs. Burn Disc — if
checked, it will archive data to CD or DVD discs. Multiple CD/DVD
writers can be specified here. Please note that the CD/DVD functions
must be set to Loader/Writer before putting into use for burning.
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Chapter 8. User access

The NAS server fits into the network environment as soon as it is properly configured. This chapter
describes how to get the NAS server ready for user access from various network operating
systems.

Before reading on, please make sure that the NAS server is configured with an IP address and a
volume is created successfully. For the rest of the sections, we assume that the server name is
NAS SERVER, the IP address is 192.168.0.100 and there is a volume named volume01.

8.1 Workgroup or domain mode

(o] Enable Windows Network {SMBICIFS Protocol)

= Workgroup/Domain Mame: |workgroup Domain maode example: abc.com

* Windows Security Maode
® Workgroup Mode
O Domain Mode

* Opticns
[ Disconnect idle connections automatically.
[l Enable master browser
[(luse anly the MTLI authentication without kerberos authentication

[]Enable LDAP sign

The NAS server can work in either the workgroup mode or the domain mode. In the workgroup
mode, the administrator creates accounts for the NAS server and maintains the user database per
server. User authentication is done by checking the local user accounts. In the domain mode, the
NAS server can retrieve user names from the domain controller and rely on the domain controller
to authenticate users. It can also authenticate users by local accounts. In the domain mode, when
a Windows user requests to access a shared folder, the user will be authenticated with the domain
accounts first, then the local accounts. If the user is assigned with proper access rights in the
share permissions and the ACL settings, the user will be allowed to access the shared folder.

For those using MacOS, web browsers or FTP to access the NAS server, the security control
mechanism is similar. If set to the workgroup mode, the NAS server authenticates all users from
various network operating systems with local accounts only. If set to the domain mode, the NAS
server can be configured to use different security policies for different network file protocols —
either authenticated by local accounts only, or by both local and domain accounts.

For example, the NAS server can authenticate Windows users by querying the domain controller,
while at the same time check the MacOS users with local user accounts. The administrator can set
the SMB/CIFS protocol to the domain mode and configure the AFP protocol to apply Local
account authentication.
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8.2 Accessing from windows

There are some configuration jobs to do before Windows users can access the NAS server.
Please enter the administration homepage first.

1. Go to Server — Maintenance page select a volume as system folder then click Apply button

2. Please configure the NAS server to operate either in the workgroup mode or the domain mode.
Go to the Network—Windows menu and select either Workgroup Mode or Domain Mode. Also
specify the workgroup/domain name.

3. Create local accounts if the NAS server is in the workgroup mode. Go to the
Security—Account—Local Account page and use the Add User or Add Group button to create
local accounts.

4. Get domain accounts from the domain controller if the NAS server is in the domain mode. Go to
the Security—Account—Domain Account page. Get domain user account for the domain
controller. Next, tick some domain account to be cached in NAS server.

5. Share the volume to network users.

Go to the Security—File/Folder menu. Find the volume01 entry and click Create in the Sharing
column (or click Modify if the volume has been shared). On the Property page, check the
Windows Network (SMBJ/CIFS) checkbox and click Apply.

6. Set the share permissions.

After sharing the volume, specify the access rights of local users/groups and domain
users/groups.

Now Windows users can access the NAS server. They can run the Windows Explorer and open
the path of \\nasserver. The shared folder volume01 will appear in the window. Windows users
can also map a network drive to \nasserver\volume01 or use the net use command in the
Command Prompt window. The command will be like: net use n:\\nasserver\volume01

8.3 Accessing from web browsers

] Enable Web Data Access (HTTP Protocol)
* Access Control

O Allgw file dewnload onl

) Allow file upload and download

& Security Policy
(# Local account authentication

(O Local and dormain account authentication

® Default user page
Default view type: | Detail view W

O Allow users to modify ACL

* WebDAV

Enable WebDAY
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In addition to the administration homepage, the NAS server provides the user homepage for
normal users to access data in the server. With a web browser, users can download files, create
folders, upload files and modify ACL. To enable user access from web, please follow the steps.

1. Enable the user homepage.

Open the administration page and enter the Network—Web menu. Check the Enable Web Data
Access check-box. Specify whether to allow local accounts only or allow both local and domain
accounts to access the user page. Check other parameters and click Apply.

2. Create local user accounts or retrieve domain accounts from the domain controller, depending
on whether the NAS server is in the workgroup mode or the domain mode.

3. Share the volume to network users.

Go to the Security—File/Folder menu. Find the volume01 entry and click Create in the Sharing
column (or click Modify if the volume has been shared). On the Property page, check the Web
Access (HTTP) check-box and click Apply.

4. Set the share permissions.

After sharing the volume, click the Share Permissions tab to specify the access rights of local
users/groups and domain users/groups.

INET

Communication

Server Hame: NAS-7410

Flefeolder T T [P
3 brandeon : 20 6 @ - -
@ _discs_ o -
@ corom @ -
5 mirrRoR o -

Now users can run the web browser and open the IP address of 192.168.0.100 to browse the NAS
server. When the user homepage is opened, it prompts for user name and password. Then it will
display all shared folder after user login. The user homepage will be like:

In the top right corner of the user page are the tool-bar icons, which provide access to various
functions like creating folder or uploading files. Below the tool-bar icons are the server name and
the login user. Lower on the page is a file browsing area.

Tool-bar icons

Item Description

Admin Page: switches to the administration home page.

Change View Mode: changes the views of the file browsing area
between Detail, Large Icons and Small Icons.

Change Password: modifies the password of the login user. It allows a
local user to change the password.

Create Folder: creates a new folder in the current path if the login user
has the access right.
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e
<

Upload File: uploads files to the current path if the login user has the
access right.

Help: opens a new browser window with help information

ae

File browsing

When the user page is opened, the file-browsing window shows all the shares in the server. All the
folders and files are presented as hyperlinks. If a folder is clicked, it will show its content in the
same window. When a file is clicked, it will either open the file in another browser window or pop

up a dialog box for download. To move to the upper level of directory, click theWI Up Directory
icon.

To delete files or folders, check the checkboxes in the Delete column. And click the Delete icon
(@) 4
L—=dto delete them. To rename a file or folder, click the Rename icon , input the name and

press the Enter key. If a user has the Full Control access right for a file or folder, he can modify its
: e
ACL by clicking the ACL icon 74 in the Gy Permission column.

8.4 Accessing from MacOS

[] Enable Macintosh Network (AFP Protocol)
& Protocol
(O TCPAP (Cpen Transport)
(® Bath AppleTalk and TCRIP

* Security Policy
(¥ Local account authentication

() Local and domain account authentication

* Current Zone: | Default Zone v

* AppleTalk Address: 65280.010(net.node]

After setting the NAS server to operate in the workgroup mode or the domain mode, follow the
steps below to configure for MacOS user access.

1. Enable the Macintosh Network support (the AFP protocol).

Open the administration page and enter the Network—Macintosh menu. Check the Enable
Macintosh Network check-box and specify the security policy and the AppleTalk zone. Then click
Apply. In the workgroup mode you can only select Local account authentication as the security
policy. In the domain mode, you can select either one.

2. Create local user accounts or retrieve domain accounts from the domain controller, depending
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on whether the NAS server is in the workgroup mode or the domain mode.
3. Share the volume to network users.

Go to the Security—File/Folder menu. Find the volume01 entry and click Create in the Sharing
column (or click Modify if the volume has been shared). On the Property page, check the
Macintosh Network (AFP) check-box and click Apply.

4. Set the share permissions.

After sharing the volume, specify the access rights of local users/groups and domain users/groups.
After the configuration is done, MacOS 8 or OS 9 users can use the MacOS Chooser or Network
Browser to access the NAS server. Mac OS X users can use the Connect to Server function to
open the NAS server.

For example, open the Connect to Server window in Finder.

Connect to Server

Choose a server from the list, or enter a server address
At: | EBMac '3”111

AppleTalk B8 Mac 3
B8 Local Network |

€ E)

1item

Address: | 192.168.170.172

f—
Add to Favorites (" cancel FConnecr’
A

You can either type the IP address of NAS Server in the Address field. And click Connect to put it
on Desktop. Or you can click AppleTalk in the middle left window pane to find the zone and the
server. Once you find the server, click Connect to put it on Desktop.

79



@ PLANET

Networking & Communication 4-Bay SATA NAS RAID Server with iSCSI
NAS-7410

8.5 Accessing from FTP clients

T+ Enable FTP Data Access

& Access Control
& Allow file download only

O Allow file upload and download

® Security Policy
[] FTP with SSLTLS (Explicit)
[] Allow anenymous login and map to:
Allow individual user lagin
(® Local account authentication

(O Lecal and demain account authentication

& FTP function
® Only use the public directory

O Use the users private directory 0 Account
& LlserLimit

& Unlimited
O Allow Users

* Home Directory: .-'QSeIec‘[ Fath

Set ACL forthe home directory: 0 et

You can set an FTP home directory in the NAS server for user access. Login authentication is
done by checking the ACL of the FTP home directory. During an FTP session, the server always
checks ACL when it receives any FTP requests, such as tls, put, get, etc. Local accounts and
domain accounts are both supported, depending on the security policy.

After setting the NAS server to operate in the workgroup mode or the domain mode, follow the
steps below to configure for FTP access.

1. FTP function is used for public folder only or create home directories to privileged accounts.

a. Only use the public directory: Select this option and FTP clients will enter public folder for
accessing the same data.

For example, Use FileZilla as FTP client for login to public folder

b. Use the user’s private directory: Select option can create a private directory for each

privileged user for logging in to their private directory. For example, use FileZilla as FTP client for
logging in to private directory

2. Determine the option of User Limit for limiting user’s number or don’t limit how many FTP clients
to login NAS-7410 at the same time.

a. Unlimited: Don’t limit how many FTP clients can login to NAS-7410 at the same time.

b. Allowed number of Users: Select this option and you can set a number to limit the total

number of FTP clients to login to NAS-7410 at the same time for saving some network bandwidth
or system resource.
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3. Select a folder as the Home Directory of FTP clients and Set ACL for file base security
management.

a. Home Directory: Select a folder under NAS-7410; it will be easier for you to manage all of FTP
clients and to know how many data under the folder. ¢ You have to create a folder first and then
click Select Path button to select main Home Directory.

b. Set ACL for the home directory: User can set ACL node on the home directory. It has various
permissions (N/A, RO, WO, RW, MO and FC) for each FTP client. You can set the ACL node to the
home directory for determining different users with different permissions separately.

8.6 Accessing from NFS clients

(] Enable UNE/Linux Network (NFS Protocol)

* Default permission for files created by non-MFS protocols: |

& Lsermapping to LIDIGID %r.h:ndif:.-'

= [ Enable MIS support
* NIS Domain Name:
* NS Server
® Find by broadcast
O 1P Address:

The security control of the NAS server for NFS clients follows the traditional UNIX-style trust-host
mechanism and UID/GID checking. Follow the steps below to enable NFS support and export the
volume for NFS clients to mount.

1. Enable the UNIX/Linux Network support (the NFS protocol).

Open the administration page and enter the Network—UNIX/Linux menu. Check the Enable
UNIX/Linux Network check-box and click Apply.

2. Go to the Security—Account—UNIX/Linux Host page and add the hosts that might be trusted
to access the NAS server.

3. Export the volume to NFS clients.

Go to the Security—File/Folder menu. Find the volume01 entry and click Create in the Sharing
column (or Modify if the volume has been shared). On the Property page, check the UNIX/Linux
Network (NFS) check-box and click Apply.

4. Enter the UNIX/Linux Setting tab. Add NFS clients to the privileged host list. And assign UID,
GID and permission octets to the exported volume.

After the volume is exported, use one of the NFS clients in the privileged host list to mount the
volume. Please login as the root and use the following command to mount volume01 under the
/mnt directory. Mount 192.168.0.100:/volume01 /mnt

Once mounted, the Imnt directory will link to volume01 and inherit the same UID, GID and
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permission as you specify in the configuration steps. The users on the NFS client with proper
access rights will be able to access the Imnt directory and hence the NAS server.
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Chapter 9. Backup and Recovery

9.1 Snapshot — Fast Point-In-Time copies

Snapshots are read-only copies of file-systems at a specific point in time. Snapshot distinguishes
itself in its speed. Creating a snapshot is not involved with copying user data, thus usually taking
less than a second.

The concept of snapshot is very different from backups. Data are not copied to any media during
backup. Instead, it just informs the NAS that all the data blocks in use should be preserved, not
being overwritten. That is why it can be so fast. The “copy” occurs during everyday file access.
When a file is modified after a snapshot is created, its original data blocks are protected from being
overwritten. The new updates are written to a new location. The file-system maintains records and
pointers to keep track of the snapshot data and file changes.

Snapshot management

To manage snapshots, please open the administration page.

Enter the Backup—Snapshot—Manage page and select a volume.
Viewing Snapshot Information

On the page shows the snapshots existing on the volume and their information. Snapshot Used
Space indicates the disk space used by snapshot data. In the table — List of Snapshots, Space
to Free indicates the disk space which will be freed if a snapshot is deleted. Activity indicates
whether the snapshot is being deleted or rolled back.

Configuring snapshot settings

Item Description

With the .snap folders enabled, end-users can access snapshot data
without intervention of MIS people, retrieving previous versions of files
from the .snap folders.

Administrators can choose to show the .snap folders under the root of a
volume, or under all folders.

Show the .snap
folder

Using the AFP protocol, the folders with names beginning with dot (.) will
be hidden and not able to be accessed by Macintosh clients. To make
the .snap folders visible, the administrators can choose to show
the .snap folders as ~snap instead so that the folders can be accessed
by Macintosh clients.

Name the .snap
folder as ~snap

Delete
snapshots if free
space is low

If enabled, it will automatically delete the oldest snapshots to free more
disk space when the free space is lower than the specified percentage.

They specify how many hourly, daily, weekly and monthly snapshots to
keep, respectively. If the limit is exceeded, the oldest snapshot of the
same type will be deleted. If not specified, it will keep the snapshots until
being manually deleted.

Snapshot Policy

Creating snapshots

There are several ways to create snapshots. One is to create a snapshot manually by selecting a
volume and clicking the Create Snapshot button on the Snapshot—Manage page. It will create a
snapshot with a name like manual-20041010.190000, which indicates a snapshot created
manually at 19:00 on October 10, 2004. Another method is to set schedules to create snapshots
regularly. Moreover, the NAS server will create snapshots automatically when doing backup,
SmartSync and CD/DVD-burning tasks. Then it reads in source data from the automatically
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created snapshots, instead of the current active file-system, to prevent the open-file issue.
Deleting snapshots

To delete snapshots, check the check-boxes in the List of Snapshots table and click the Delete
icon to delete the selected snapshots. You can make multiple selections to delete several
snapshots at a time. The NAS server will delete the snapshots one by one.

Snapshot Roll-back

Snapshot roll-back is to restore the volume to the state when the selected snapshot was taken.
Snapshot roll-back is useful if most data are lost or destroyed by virus attacks or human errors.
Snapshot roll-back is much faster than restoring. Please note that the roll-back operation is
dangerous because the whole volume will be restored to the previous state. If you want to restore
only part of the data, please simply copy them from the .snap folders to the current file-system.

Snapshot scheduling

To manage snapshot schedules, please open the administration page. Enter the
Backup—Snapshot—Schedule page.

To add a snapshot schedule, either click the Add Schedule icons next to the volume names, or
click on the Add Schedule button on the bottom of the page.

To delete snapshot schedules, check the check-boxes to the right and click the Delete icon.

To modify a snapshot schedule, click the hyperlink of the snapshot schedule in the Schedule
column.

There are four types of schedules — hourly, daily, weekly and monthly. Each volume can have up to
16 schedules of any types.

9.2 SmartSync — NAS-to-NAS data replication

Summar:.-'\‘q Serl.rer\'-. Tasks \'\

= NModify Sync Point
* Path: /PLANET/ discs_ @)Select Path
* SyncPaoint Mame: BurnCD

* Sync Point Comment: |Brandon

« Group Allowed: Bdmins w
* [lode: Mirror w
e Option: [] Generate transaction logs

Use advanced GFZ media rotation scheme

lkeep daily backups for days

keep weekly backups for weeks

keep manthly backups for months
[ Apply ] [ Close ]

The NAS server is integrated with the SmartSync function for NAS-to-NAS data replication. Two or
more NAS server are required, one as the SmartSync server, others as the SmartSync clients. The
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SmartSync server is like an ftp server. The SmartSync clients can either replicate their data to the
SmartSync server, or copying data from the SmartSync server, depending on the task settings.

There are three operating modes of SmartSync - "mirror" for one-to-one data replication,
"backup" for disk-based backup, "distribute" for one-to-many data distribution. The following
sections describe the usage and applications of these operating modes.

Network  Volume  Security Disc Server ‘Backup up~ Virus Scan Event  Status

| LoaderWriter | System Profiles | usg | @

Summary 4 Server 4 Tasks '-‘

= SmartSync Tasks

Task MName SmanSync Server Sync Point Mame Action Schedule Status

USE_CLT 132.148

=3
[

0.101 USE_SEV Backup | - - - - - Idle

On the NAS server which acts as the SmartSync client, set up a SmartSync task, which defines
the schedule settings and the source folder.

To set up a SmartSync task, please go to the Backup—SmartSync —Task menu on the
Administration Page. Click the Add Task button.

There are four steps to take when adding a SmartSync task. Step 1 is to specify the IP address of
the SmartSync server. Please enter the IP address of the NAS server where you create the sync
point.

Step 2 is to choose a sync point of “Mirror” mode in the SmartSync server. Please also provide a
user account with the privilege to replicate data to the sync point.

Step 3 is to complete the task settings. On the page you should provide the task name, select the
source folder to replicate, specify the schedule and configure the SmartSync options.

Step 4 is for confirmation, showing the brief information of the task settings.

Making Disk-to-disk backups

Network Volume  Security Disc Server ::up Virus Scan Event  Status

| LoaderWriter | System Profiles | usg | @

Summary 4 Server 4 Tasks '-\]

™ SmartSync Tasks

Task Mame Sman3ync Server Sync Point Mame Action Schedule Status

=3
I

USE_CLT 192.168.0.101 USE_SEV Backup | - - - - - Idle

Two or more NAS servers are required, one as the SmartSync server, the rest as the SmartSync
clients. It will backup data from the SmartSync clients to the SmartSync server.

On the NAS server which acts as the SmartSync server, create a sync point of “Backup” mode,
which receives data from SmartSync clients and creates data backups in it.
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To create a sync point, please go to the Backup—SmartSync —Server menu on the
Administration Page. Click the Add button to open the page below. On the page you should
provide the sync point name and specify which group is allowed to replicate data to this sync point.
Set the mode to “Backup”.

The GFS media rotation mechanism is the policy of managing backup versions. The policy is
described below. Basically it will check for obsolete versions and delete them when a new backup
version is created. X, Y, Z are user-defined numbers.

a. It will keep all the backup versions today.

b. It will keep one backup version per day in the last X days, except today.

c. It will keep one backup version per week in the last Y weeks prior to the X days.

d. It will keep one backup version per month in the last Z months prior to the Y weeks.

On the NAS server which acts as the SmartSync client, set up a SmartSync task, which defines
the schedule settings and the source folder.

To set up a SmartSync task, please go to the Backup—SmartSync —Task menu on the
Administration Page. Click the Add Task button.

There are four steps to take when adding a SmartSync task.
Step 1 is to specify the IP address of the SmartSync server.

Step 2 is to choose a sync point of “Backup” mode in the SmartSync server. Specify the action as
“Backup to server”. Please also provide a user account with the privilege to replicate data to the
sync point.

Step 3 is to complete the task settings. On the page you should provide the task name, select the
source folder to replicate, specify the schedule and configure the SmartSync options.

Step 4 is for confirmation, showing the brief information of the task settings.
Restoring files from the SmartSync backups

To restore data from the SmartSync server, please create a SmartSync task on the client. Open
the Administration Page and enter the Backup—SmartSync —Task menu. Click the Add Task
button.

Follow the steps to take to add the SmartSync task.
Step 1 is to specify the IP address of the SmartSync server.

Step 2 is to choose a sync point of “Backup” mode in the SmartSync server. Specify the action as
“Restore from server”. Please also provide a user account with the privilege to replicate data to
the sync point.

Step 3 is to complete the task settings. On the page you should provide the task name, select
which backup version to restore, specify the target folder and configure the SmartSync options
and the overwrite options. The overwrite options specify whether to overwrite the target with the
files of the same names.

Step 4 is for confirmation, showing the brief information of the task settings.

Distributing file updates to multiple sites

Two or more NAS servers are required, one as the SmartSync server, others as the SmartSync
clients. It will replicate data from the SmartSync server to the SmartSync client.

On the NAS server which acts as the SmartSync server, create a sync point of “Distribute” mode,
which distributes data to the SmartSync clients as they request.

To create a sync point, please go to the Backup—SmartSync —Server menu on the
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Administration Page. Click the Add button to open the page below. On the page you should
provide the sync point name and specify which group is allowed to request data from this sync
point. Set the mode to “Distribute”.

On the NAS server which acts as the SmartSync client, set up a SmartSync task, which defines
the schedule settings and the target folder.

To set up a SmartSync task, please go to the Backup—SmartSync —Task menu on the
Administration Page. Click the Add Task button.

Follow the steps to take to add the SmartSync task.
Step 1 is to specify the IP address of the SmartSync server.

Step 2 is to choose a sync point of “Distribute” mode in the SmartSync server. Please also
provide a user account with the privilege to request data from the sync point.

Step 3 is to complete the task settings. On the page you should provide the task name, select the
target folder to receive data, specify the schedule and configure the SmartSync options.

Step 4 is for confirmation, showing the brief information of the task settings.

The SmartSync options

When setting up a SmartSync task, you will see the following SmartSync options.

Item Description

Compress the | When checked, it will compress data before transmitting to the
data stream SmartSync server. Sometimes it will make it faster to complete a task.
during data However, it takes extra CPU time to compress data and may have
transmission performance penalty if compression ratio is low.

Contain security

. . When checked, it will send ACL information to the SmartSync server.
information

Bandwidth

Limits the maximum bandwidth for the task.
control

For excluding or including certain file types in the synchronization. For
example, to exclude WORD files, type -*.doc; To exclude all WORD files
except those beginning with abc, type +abc*; - *.doc;

Include/exclude
file pattern

Quick synchronization will only check file date, time and size when

Perform quick | matching files, instead of checking block-by-block. It will speed up the
synchronization | synchronization a lot, while taking the risk that files might not be made
identical.

When checked, it will record which files are added, updated or deleted
during the data replication. The transaction logs are displayed on the
SmartSync Summary page.

Generate
transaction logs
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9.3 Loading and writing CD/DVD discs

Connecting a CD or DVD writer to the NAS server, you will be able to load data from CD/DVD
discs or burn files on writeable CD/DVD discs. The CD and DVD burning feature turns the NAS
server into a device that publishes data, beyond the powerful data storage function.

Loading CD/DVD data

The Loader function copies data from a CD or DVD disc to any location inside the NAS server.
This function is useful when you try to restore the archived data on CD/DVD discs or simply copy
files from discs to the server.

Note that the NAS server recognizes only data CD or DVD, such as ISO 9660 level 1, 2, 3
(including Romeo, Joliet and Rock-Ridge extension), CD HFS, CD/DVD UDF, High Sierra, Hybrid
(ISO+HFS)

Multi-session CD Mixed Mode CD and UDF V1.5/V2.0. Multimedia CD formats such as audio CD
or video CD are not supported.

To load data from CD/DVD discs, please insert the source disc into the CD or DVD device first.
Open the Administration Page and select Backup—Loader/Writer.

| | System Profiles | use | I"'-?II
Loader\'- ".“."riter\"ﬁ
= Copy data from CD or DVD discs
» [Device List
Device Type Location Model Mame Functicn Status

CDOo1 VD dusl+BW CHE HL-DT-ST DVDEEM GU&a0ON Loader/Writer Ready

= Source Device: CDOL1 |w

® Target Path: /ELANET QSeIectF'ath

»  Overwrite Opticns
& Mever overwrite the existing files
O Always overwrite the existing files

) Overwrite older files with newer files

1. Select a Source Device where you insert the disc to be loaded. Above the Source Device item
you will see a device list for your reference.
2. Specify the destination. Click the Select Path hyperlink and select a target path.

3. Choose whether to overwrite the existing files. “Overwrite with newer files” means it will
overwrite the target if the files on the CD/DVD disc are newer.

4. Click Apply to start copying data.

When it is copying disc, you can see the progress by clicking the hyperlink in the Status column of
the Device List. A separate browser window will pop up. The progress is indicated by the progress
bar, the Processed Folders item, the Processed Files item and the Size Processed item.

Writing CD/DVD discs
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The NAS server supports CD or DVD burning. It can use 1ISO-9660 CD format to write data to CD
or DVD discs. Supported devices are CD-RW, DVD-RW and DVD+RW writers and Blu-ray Disc.
Dual-layer DVD writing is also supported.

To write data to CD/DVD discs, please insert a blank disc into the CD/DVD writer first. Next, open
the Administration Page and enter the Backup—Loader/Writer page. Then follow the steps
below.

| System Profiles | use | @

Loader \"_‘ Wnter\'-1

= VWrite data to CD or DVD discs
» Device List

Device Type Location Model Mame Function Status
CDOo1 VD duzal+RW CHE HL-DT-5T LDVDRAM GU&0ON Loaderfiriter Ready
* Target Device: Ccood
* Source Folders: QSele[:t Folders
selected folders
Total file size: 0ME @calculate
» Writer Farmat: 130-9660 with Joliet and Rock-Ridge extensicns

» DiscVolume Lahel:
* Overwrite Options:  [] Erase disc before writing

[(wirite disc at low speed

1. Click the Writer tab in Backup—Loader/Writer menu

2. Select the Target Device where you want to burn the blank CD/DVD disc(s). Above the Target
Device item you will see a device list for your reference.

3. Specify the source folders. Please click Select Folders and specify which folders to burn.
4. Specify the volume label of the CD or DVD disc.

5. Check the overwrite option if you want erase a rewriteable disc first before burning.

6. Click Apply to start burning CD or DVD discs.

When it is writing to disc, you can see the progress by clicking the hyperlink in the Status column
of the Device List. A separate browser window will pop up. The progress is indicated by the
progress bar, the Processed Folders item, the Processed Files item and the Size Processed
item. You can also check the Task Phase to see what the CD/DVD writer is doing.

If it requires more than one disc to burn the source data, it will prompt for a new disc after the first
disc is burned ok. In this case, the Task % progress bar indicates the total task progress, which
means the percentage of the source data which have been burned to discs. The Disc % progress
bar indicates the CD/DVD writing percentage of the current disc.
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9.4 Backup and restore system profiles

To recover from system failures, it requires restoring data and system configurations. Backup and
SmartSync are for restoring data, while system profiles are used for recovering system
configurations. System profiles are the backups of all system configurations, user database and
security information.

| Loaderwriter | | usg | @

Backup J Festore '\1

= Enable Backup of System Profiles
® Backup Schedule

O Immediately
® According to the schedule:
Time: [ 20 » || 24 | &
i@awveekly:  Msun. Mon. MTue Mwed. [ Thu. Fn. [ =at
O Day of Month:

* Current backups of system profiles

|'.T: system configuraticon backup file

Backing up system profiles

To back up system configurations, please open the administration page and go to
Backup—System Profile. System profiles are saved manually or on a regular basis as defined on
the page. System profiles will be saved locally on HD. The current backups are displayed on the
lower page. To delete a system profile, check its check-box and click the Delete icon.

Recovering the system configurations when a disaster happens
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| use | @

| Loadertriter |

Backup \ Restore '-1

[® Tasks In Progress

Tasks
Mo critical task

= Recover system configurations
» Select a System Profile

The backup at

& an external file

* Restore Option
[I=erver and netwaork settings
CJuser accounts and quota settings
| Security Infarmation, including network shares and ACLs

[ Backup settings

If there is any system failure which causes corrupt system configurations, the first step is to reset
the system configurations to factory default. Go to the Server—Shutdown page. Check the Reset
configuration to factory default option and click the Reboot button. The second step is to
restore system configurations using one of the system profiles. Go to the Backup—System
Profiles—Restore page. Select a system profile and choose which part of the system settings to
restore. Then click the Apply button.

A system profile can also be created by the NAS Finder software. To recover from a system profile
saved by NAS Finder, click an external file item and find the system profile. Specify restore
options and click the Restore button.

Restore options are:

Item Description

Server, network | Includes all settings in the Server, Network, Backup and

and backup
settings

Event—Configuration menus. Please note that the admin password
will not be restored during the recovery.

User accounts

Includes local accounts, current domain accounts and trust domain
accounts, together with their quota settings. User accounts will be

and quota appended to the existing user database — local accounts with the same
settings names will be overwritten; domain accounts with the same SID will be
overwritten; others will be added to the existing user database.
Security
Information,
including Includes all network shares, share permissions and access control lists.
network shares
and ACLs
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9.5 Backup USB device

NAS server supports the USB flash drive and external hard disk (support FAT/FAT32/NTFS)
backup in optional models with USB ports. Press the button on the LCD front panel to activate the
USB backup when plugging in a USB flash drive or hard drive. You can also activate this function
via the web interface.

| Loader/Writer ! System Profiles | | ""?"

8 please unmount the USE device before removing, or the data may be damaged.
e Enable USB Backup

* Source Folder: fush_disk_3-1 0 Select Path

* Target Folder: IPLAMETIBrandan 0 Select Path

s Enable auto backup: []

* [ode: Backup w

Enable USB Backup

Enable this check box to enable the USB backup support. Plug in the device; you will see a menu
to select the "source folder" and the "target folder".

Item Description

When you insert a USB storage device, select the folder you want to

Source folder back up.

Target folder Select the file path you want to back up files.

When this feature is turned on, NAS server will perform backup
automatically following the paths that you have set up. Backup can be
divided into three modes.

Backup — back up the entire content of the source folder to the target
folder. Each backup is full backup and stored in a separate folder in the
Enable auto target folder.

backup Mirror — back up the entire content of the source folder to the target
folder. Any files in target folder that are not present in source folder will
be erased.

Distribute - copy files from the target folder to the source folder. After
synchronization is complete, it does not automatically delete the extra
files in the source folder.

1. This function doesn't support the Card Reader.
2. Do not support USB devices with more than 3 partitions.
3. Please un-mount the USB device before removing it or the data may be damaged.
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Chapter 10. Virus Protection

Most storage systems are vulnerable to virus attacks. An infected file in you NAS server can be
exchanged among the client systems in the network, resulting in corrupted data or causing
productivity loss. The integrated Trend Micro antivirus software in NAS server is the best-of-breed
security product that delivers the reliable antivirus protection to prevent virus from spreading
before they get to you.

10.1 Information

Server Network Volume Security Disc Server Backup II'I.I'S !"I Event Status

| scan | Settings | Update | ('-h
8 No virus pattern file to activate the virus-scanning service. Please go to the Update page to obtain the virus pattern file from Trend Micro update server or the bundled CD.

[® General Seftings

* Reaktime Scan: Disabled
® Yirus Scan Schedule Disabled
 Virus Scan Status: Idle

e Pattern Update Schedule: Disabled
® LastSuccessful Update:  (None)

® Scan Engine Version: 9.500-1005

* Virus Pattern Version: (Mone)

* Quarantine Folder: JPLANET/_system_fantivirusiguaranting
® Real-time Scan History o View Detail

[® Scan Task Summary

|.I:' summary log

The Information screen is the summary of the current antivirus settings. It gives you a
comprehensive overview of the current status of antivirus general settings, real-time scans history
and scan task summary of your NAS server. General settings display the present condition of the
following items.

Item Description

Real-time Scan Display real-time scanning is either disabled or enabled.

Virus Scan

Schedule Display schedule virus scanning is either disabled or enabled.

Virus Scan Status | Display virus scanning is either idle or scanning.

Pattern Update

Schedule Display the status, schedule for the next virus pattern file update.

Last successful

update Display the date/time of the last successful virus pattern file update.

Scan engine

. Display the current scan engine version.
version

Virus pattern

. Display the current virus pattern file version
version
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Display the folder name and path where virus infected files are located

Quarantine Folder and quarantine.

The real-time scan history displays the date and time where the virus is found. Action is then taken
as to virus name and the full path name of the infected file. And, the scan task summary displays
the start time of each manual or scheduled scan task.

10.2 Real-time, manual and schedule scanning

The embedded antivirus utility provides several options for virus protection, including real-time,
manual and scheduled scanning to offer comprehensive antivirus and content security solutions
for enterprise customers.

| settings | uUpdate | @

Real-time 4 IManual 4 Schedule '»]

u Mo virus pattern file to activate the virus-scanning service. Please go to the Update page to
obtain the virus pattern file from Trend Micro update server or the bundled CD.

® [“]Enable Real-time Scan
(& Scan incoming files

0 scan incoming and outgoing files

1. Antivirus requires the system folder to operate. Please go to the Server —
Maintenance page and specify the volume where the system folder resides.

2. For the first-time operation, please go to the Virus Scan— Update page to obtain the
most updated virus pattern file. Otherwise, the antivirus function cannot work.

Enabling real-time scanning

The real-time scanning function provides antivirus protection while users are reading or writing
files to the NAS server.

1. Click the Enable Real-time scan checkbox to enable real-time scanning.

2. Select scan direction. Incoming files are those that are being stored in NAS server whereas
outgoing files are copied or moved from NAS server to other location.

3. Click Apply to save the settings.

Configuring manual scanning

The manual and scheduled scanning function can scan any folders for infected files. The scan
results will be listed as a scan task summary on the Information page.

1. Go to Virus Scan— Setting page to configure the scan settings required. See “Configuring
Scan Settings” on Section 11-3.

2. Click the Manual tab to go to the manual scanning page.
3. Click the Select Folders hyperlink to specify the folders you want to perform the manual scan.

4. Click Apply to save the settings.
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Configuring schedule scanning
1. Click the Enable Scheduled Scan for Infected Files checkbox to enable scheduled scanning.

2. Click the Select Folders hyperlink to specify the folders you want to perform the scheduled
scan.

3. Configure the start time and recurrence pattern for the scheduled scanning.

4. Click Apply to save the settings.

10.3 Configuring scan settings

= File Types to Scan
O Allfile types
@ Files with specified file extensions OMLY
® Scan Trend Micro recommended extensions ﬂmfﬂ-
(O Scan selected extensions

Type afile extension: List of selected file extensions:

All virus scan has two options that need to be configured.

Item Description

File Type to Scan | You can limit scanning to specific file types.

Action When Virus | Three actions (quarantine, clean, delete) can be chosen from when
Found virus is found.

File types to scan
1. Click the desire scan file type.
2. If all file types is selected, all files regardless its file extension will be scanned.

3. If Files with specified file extensions only is selected, specify using the extensions
recommended by Trend Micro or specify the file extension manually.

4. Note that the maximum scanning layer of a compressed file is set to 2 layers for all real-time
manual and scheduled scan

Actions when virus found

= Action When Virus Found

¥ Quaranting: mave infected files to the quarantine folder
{3 Clean: remave virus code from infected files; quarantine if clean fails
) Delete: remaove infected files

1. Click the desired action when virus is found.
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2. Click Apply to save the settings.

10.4 Updating virus pattern file

Virus pattern update can be performed either manually or according to the schedule. It is required
to perform a manual update immediately when the antivirus function is activated for the first time.
Configuring a manual update

Eettings | | ‘('?'

lManual J Schedule '\

M DNS IP address is not specified. Please go to the Network-TCP/IP page to specify the DNS IP
address before downloading the virus pattern file from Trend Micro update server.

= Update Virus Pattern File Now

* LUpdate Source
& Trend Micro update server on Internet

O Avirus pattern file in ZIP format

1. To download virus patterns from Internet, select Trend Micro update server on internet.
Please note that you have to specify the DNS server IP address on the Network—TCP/IP menu of
the Administration Page.

2. Or, you can download the virus pattern file in ZIP format from Trend Micro’s website —
http://www.trendmicro.com manually. Select a virus pattern file in ZIP format here and specify
the location of the virus pattern file.

3. Click Apply to save the settings.

Configuring a scheduled update

Kettings | | @

IManual \ Schedule '-1

m DNS IP address is not specified. Please go to the Network-TCP/IP page to specify the DN5S IP
address before downloading the virus pattern file from Trend Micro update server.

Enable Scheduled Update of Virus Pattern Files

» |pdate Source: Trend Micro update server on Internet
* Update Schedule:

Time (HH:MMy: |00 (]| 00 v

O Hourly

@ Daily

O Weekly: Sun. | Men. | Tue. | Wed. | [ Thu. | Fri. | |Sat

1. Click the Enable Scheduled Update of Virus Pattern Files checkbox to enable scheduled
update.

2. Configure the download schedule. Select the start time and recurrence pattern for the
scheduled update.

3. Click Apply to save the settings.
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Chapter 11. Event Logs

This chapter covers the Event Notification. You can collect information about the system, hardware
and security event of you NAS server.

11.1 Event and Thermal settings

NAS server records three kinds of logs:

= Event Log
& System Log: Info. W
* [Device Log: Info. W
® Security Log: Info. W

All the events are categorized into three levels: Info, Warning and Error. In
Event—Configuration menu, you can configure the level of the logs. Use the Advance or Basic
button to switch between the display of advance and basic information. The Advance view shows
all the information in the Basic view plus additional event notification setting that may be of interest
to the more advanced user. Various notification methods are provided by NAS server to ensure
non-stop operation and data integrity:

= Warning level notification such as very low disk space is detected on volume; Hot spare disk is
consumed and so on.

= Error level notification such as CPU fan failed; Volume is degraded or faulty and so on.

® Event Motification

* Web Reminder, |Ensbled |»

* Email Alert: Disabled w
* SMMP Trap: Dizabled #
* Buzzer Alert: Engbled |w
Item Description

Web Reminder Provides instant notification in the administration homepage.

Email Alert Provides notification via email.

Sends SNMP trap to the Network Manager System (NMS) such as HP

SNMP Trap Open View.

An audio sound will goes off from the built-in buzzer in NAS system
when event occurs. To turn off the buzzing sound, click the Mute

Buzzer Alert Buzzer icon a’i"on the Administration Page.
You can configure what kind of events should initiate the notification
process in Event—Configuration—»Advance menu.
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Thermal settings

User can also define the thermal scheme of the NAS server so that NAS server can give off
warning message or shutting down when the system or CPU temperature is over a predefined
threshold temperature.

[® Thermal Settings
* [lwarning if CPU temperature exceeds: | 100/212.0 % PCAF
[ shutdown if CPU temperature exceeds: | 105/221.0 % |°CFF
* Warning if system temperature exceeds: | €0/140.0 % PCRF

[ shutdown if system temperature exceeds; | 85/149.0 % [°CFF

Configuring thermal settings:
1. Go to Thermal Settings in Event—Configuration menu.

2. You can set the NAS server to give off warning message or shutdown base on the CPU or
System temperature. Check the Warning and Shutdown checkboxes and select the proper
temperature from the pull down menu.

3. Click Advance button to configure the way of notification for various events.
4. Click Apply to save the setting.

The system and CPU fan would start to work over 257C.

11.2 Checking the event logs
You can view a summary of all the events occurred on your

NAS server: Web Reminder, System Log, Device Log & Security Log. The severity of each
event will be determined by NAS server and displayed in different colors:

Information = Green Warning = Yellow Error = Red
Viewing web reminder

&% x  Web Reminder

DateTime

Description

20M3/07/02 14:00:03

The HardDizk CH4/Hitachi HDS721616PLA380 got warning messages from S.M A R.T information

2013/07/02 14:00:02

The HardDizk CH2/ST3150811AS got warning mezsages from S.M.A R.T information

201307102 13:00:32

The HardDizk CH4/Hitachi HDS721616PLA380 got warning messages from S.M A R.T information

201307/02 13:00:31

The HardDizk CH2/ST3150811AS got warning mezsages from S.M.A R.T information

2013/07/02 12:00:01

The HardDizk CH4/Hitachi HOS721818PLA3E0 got warning mez=ages from 5.M.A BT information

201M3007/02 12:00:00

The HardDizk CH2/ST3150811AS got warning mezsages from S.M.A R.T information

20M3/07/02 11:00:30

The HardDizk CH4/Hitachi HDS721616PLA380 got warning messages from S.M A R.T information

2013/07/02 11:00:28

The HardDizk CH2/ST3150811AS got warning mezsages from S.M.A R.T information

2013/07/02 10:00:58

The HardDizk CH4/Hitachi HDS721616PLA380 got warning mezzages from S.M.AR.T information

2013/07/02 10:00:58

The HardDizk CH2/ST3150811AS got warning mezsages from S.M.A R.T information

2013/07/02 05:00:28

The HardDizk CH4/Hitachi HDS721616PLA380 got warning messages from S.M A R.T information

20130702 05:00:27

The HardDizk CH2/ST3150811AS got warning mezsages from S.M.A R.T information

2013/07/02 08:00:57

The HardDizk CH4/Hitachi HDS721616PLA380 got warning messages from S.M A R.T information

2013/07/02 08:00:57

The HardDizk CH2/ST3150811AS got warning mezsages from S.M.A R.T information

20130702 07:00:26

The HardDizk CH4/Hitachi HDS721616PLA380 got warning messages from S.M A R.T information

20130702 07:00:26

The HardDizk CH2/ST3150811AS got warning mezsages from S.M.A R.T information

2013/07/02 06:00:55

The HardDizk CH4/Hitachi HDS721616PLA380 got warning messages from S.M A R.T information

2013/07/02 08:00:55

The HardDizk CH2/ST31808114% got warning mezzages from S.M.4 BT information

2013/07/02 05:00:24

The HardDizk CH4/Hitachi HDS721616PLA380 got warning messages from S.M A R.T information

2013/07/02 05:00:24

The HardDizk CH2/ST3150811AS got warning mezsages from S.M.A R.T information

2013/07/02 04:00:53

The HardDizk CH4/Hitachi HDS721616PLA380 got warning messages from S.M A R.T information

2013/07/02 04:00:53

The HardDisk CH2/ST3160811AS got warning mezzages from S.M_A.R.T information

20130702 03:00:23

The HardDizk CH4/Hitachi HDS721616PLA380 got warning messages from S.M A R.T information

201300702 03:00:22

The HardDizk CH2/ST3150811AS got warning mezsages from S.M.A R.T information

201307102 02:00:52

The HardDizk CH4/Hitachi HDS721616PLA380 got warning messages from S.M A R.T information

2013/07/02 02:00:51

The HardDizk CH2/ST3150811AS got warning mezsages from S.M.A R.T information

20130702 01:00:21

The HardDizk CH4/Hitachi HDS721616PLA380 got warning messages from S.M A R.T information

2013007/02 01:00:20

The HardDizk CH2/ST3150811AS got warning mezsages from S.M.A R.T information

2013/07/02 00:00:50

The HardDizk CH4/Hitachi HDS721616PLA380 got warning messages from S.M A R.T information
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Web Reminder is the warning message that appear at the first screen of the administrator home
page to alert administrator that one or multiple critical events of your NAS server has been found.
Administrator can, therefore be aware of the status of the NAS server immediately when entering
the administrator home page. Click the hyper-link of the Web Reminder message and it will directly
lead you to the Web Reminder summary menu.

Go to Event—Web Reminder menu to see a summary of all the critical events occurred on your
NAS server.

Viewing system log

£ % System Log Display:| 50 |¥ | _ Severity;| Info. ¥

Legend: I=Information, W=\Warning, E=Errar

Date/Time Description
Set static IP address for LAN 1 - 192.168.0.101

System start up. FAV: 1.02

Reboot zystem.

Set static IP address for LAN 1 - 182.168.0.101

The last shutdown was incomplete.

System start up. FAN: 1.02.

System shut down - by scheduled.

Set static IP address for LAN 1 - 152.168.0.101

The lazst shutdown was incomplete.
System start up. FAN: 1.02.

System shut down - by remote reques
Reboot system.

s

Set static IP address for LAN 1 - 182.168.0.101
Set static IP address for LAN 2 - 168.2.1
Set static IP address for LAN 1 - 168.0.101
Set static IP address for LAN 1 - 168.0.101
Set static IP address for LAN 1 - 168.0.100
W Reset 2ystem configuration - =&t by web page.

System start up. FAN: 1.02.

Reboot system.

Set static IP address for LAN 2 - 152.168.2.1

Set static IP address for LAN 1 - 10.1.0.211

yatem start up. FAN: 1.02.

Reboot =ystem.

Syatem firmware was upgraded succeszfully to FAN: 1.02.

Ctart tn ninaradas svetam firmusara

(

l.'.'TI

In the Event—System Log menu, you can:
1. Select the number of most recent events show on a screen.

2. Select the severity level for the events you want to see.

3. Click Refresh@ button to refresh the screen.

4. Click Clear .."5_)| button to clear the log.

Viewing device log
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9 %

Device Log

Display:| 50 v

Legend: I=Informatian, W=Warning, E=Error

Severity: | Info. >

DateiTime

Dezcription

201307402 15:00:33

The HardDisk CH4/Hitachi HOS721818PLA3E0 got warning messages from S.M.AR.T information

201307402 15:00:33

The HardDiz

T3180811AS got warning mezzages from S.M.4 R.T information

2013/07/02 14:00:03

The HardDiz

/Hitachi HDS721818PLA2E0 got warning mez=sages from S.M.A.R.T information

2013/07/02 14:00:02

The HardDigk CH2/ST3150811AS got warning mezsages from 5.M.A R.T information

201307402 13:00:32

The HardDis

itachi HOS721818PLA3E0 got warning messages from S.M.AR.T information

201307102 13:00:31

The HardDis T2180811AS got warning mezsages from S.M.A R.T information

2013/07/02 12:00:01

The HardDizk CH

itachi HDS721818PLA38B0 got warning mez=zagez from S.M.A R.T information

2013/07/02 12:00:00

The HardDisk CH2/ST31560811AS got warning mezzages from 5.M.A R.T information

2013/07102 11:26:53

USBE_CLT:zync complete successiully - backup to: server 152.168.0.101

2013/07/02 11:2

USE_CLT:zync complete successfully - backup from: client 192.188.0.101

USE_CLT:zync =tart - backup from: client 192.168.0.101

653
2013/07/02 11:25:26
6:26

201307102 11:26

USB_CLT:zvnc =tart - backup to: server 152.168.0.101

2013/07/02 11:20:34

IMount volume successfully - usb_disk_3-1,USB Ready

201307402 11:00:30

The HardDisk CH4/Hitachi HOS721818PLA3E0 got warning messages from S.M.AR.T information

201307402 11:00:29

The HardDisk CH2/ST3180811AS got warning mezzages from S.M_4 R.T informaticn

201307102 10:07:38

The archive folder was =&t succezsfully - /PLANET/ _archive .

2013074102 10:07:38

JPLANET/_archive_: Disc image folder was created or agsigned.

2013/07/02 10:05:30

CD01: The CO function was changed to Loader/\Vritsr.

201 2 10:00:58

The HardDisk C

itachi HOS721818PLA3E0 got warning mezsages from S.M.AR.T information

2013/07/02 10:00:58

The HardDisk CH2/ST3180811AS got warning mezzages from S.M_4 R.T informaticn

201307102 05:48:27

CD01: The CD function was changed to Disc Mirroring.

2013/07/02 08:47:55

CD01: The CD function was changed to Loader/\vritsr.

2013/07/02 08:

CD01: The CO function was changed to Direct Access.

2013/M07/02 0

CD01: Dizc caching completed 2uccez=fully.

CD01: Start dizc caching - IP CAM to /PLAMET/ discs_.

20130702 0

CD01: The CD function was changed to Disc Mirroring.

57

9:27:20

2013/M07/02 05:25:07
9:23:00

9:22:29

2013/07/02 0

CD01: The CO function was changed to Loader/\VVritsr.

In the Event—Device Log menu, you can:

1. Select the number of most recent events show on a screen.

2. Select the severity level for the events you want to see.

3. Click Refresh g button to refresh the screen.

4. Click Clear ﬁ button to clear the log.

Viewing security log

In the Event—Security Log menu, you can:

1. Select the number of most recent events shown on a screen.

2. Select the severity level for the events you want to see.

3. Click Refreshg button to refresh the screen.

4. Click Clear ﬁ button to clear the log.

5. Select the protocols and click the Refresh button to show the corresponding events. Default
event represent general security event of your NAS server that is not related to any protocols.
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Chapter 12. System Status

This chapter covers the System Status pages. You can collect information about the system,
hardware and security event of your NAS server.

12.1 Viewing system status

System Status displays a comprehensive view of the system fan status, thermal status and system
voltage. You can use this information to quickly find out the problem of your NAS server and take
appropriate action. On Status—Environment page, you can monitor the CPU fan status, CPU
and System temperature plus the System Voltages. Click Refresh to obtain the latest figure.

| Open Files | Connections | AccessCounts | Load | m

= Fan Status
e Systemn Fan Control: Full speed
* System Fan1 Speed: 1323 RPM
= Thermal Status
* CPU Temperature:  61°C/142°F
* System Temperature: 45°C/113°F

= System Voltages

. « Voo .00V
. o H12V012.04Y
. & iz LT3V

Viewing the open files

| Connections | AccessCounts | Load ! @"

= List of Open Files

Total:d

In Status—Open Files menu, it provides the following information about all the open files on NAS
server:

ltem Description
R/W Read/write privileges of the opened file.
User The name of the user who has opened the file.
Protocol The protocol used for the network connection: SMB, NFS, AFP or FTP.
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File Name

Lists the name and path of the opened file.

Viewing the active connections

| AccessCounts | Load |

2?

® Current Connections [¥]SMB [PINFS [#]aFP [ZIFTP [¥lsynC [¥]iscsl

Total connection:0

In the Status—Connections:

Item

Description

Current
Connections

Configure and show the protocol used by the client that is currently
connecting to the NAS server by clicking the check box beside the
protocol you want to show on the list.

User The name of the user who has connected to NAS server.
Computer The computer name of the client connecting to the NAS server.
Address The IP address of the client connecting to the NAS server.
The protocol used for the network connection: SMB, NFS, Sync, AFP
Protocol

or FTP.

Connected Time

The date / time that the connection is established.

Open Files

Total number of the opened files.

Disconnect

Disconnect a particular connection by checking the disconnect check

X

box and click the icon.

Viewing the system load

5 | Connections | Access Counts

| 1 m

= cPU & Memory

#0 CPU Usage History

£0 -50 -40

Current CPU Usage: 0%

#1 CPU Usage History
100% 100%
B0% B0%
B0% B0%

40% 40%

=20 -10 a -850 -850 -40 -30 -20 -10 a

Current CPU Usage: 1%
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In the Status—Load:

Item Description

You can see the CPU usage and memory usage here. Total memory

CPU & Memory and the current free memory are also shown here.

Network The network throughput in percentage is showed on here.

12.2 Saving system settings and status as HTML files

For maintenance or technical support purpose, it is helpful and sometimes necessary to have an
overview of all system settings, current system status and, even better, all event logs. It also helps
a lot if a server itself can send out these files by email.

sword | UPS Settings | | Shutdown ! Upgrade | License |

B On this page you can specify the location of the system folder, which is required for saving system files or
performing certain functions.

* Thevolume which contains the systemn folder; | FLRNET W

File Mame Date w
PLAMET! _system_finfo/sysinfo.html 201307101 13:54:11 F
PLAMET/! system_/logs/device. html 20M3/07101 13:54:11 F
PLAMET/! _system_/logs/security.html 201307101 135411 Fl
IPLAMET!_systern_ilogs/systermn.html 201307101 13:8411 O

* Save the following files inthe system folder

System Information and event Logs (Preview:all.html, all-en.html sysinfo html system.html device. htmil,
security.html)

Send the saved files by email

Mail to:

The NAS server does all the above within several mouse-clicks. First of all, you have to create a
system folder, which is used for storing these files. The system folder is also required when
performing SMB, permissions, DISC, and system profiles backup. To create the system folder,
please open the Administration Page and go to the Server—Maintenance menu. On the menu
page, select a volume to contain the system folder. And click Apply to create the system folder.

Once the system folder is created, you are able to save the system settings and event logs as
HTML files. On the same page, choose the files to save and click the Apply button. Before saving
the files, you can preview them by clicking the Preview:

Hyperlinks. Previewing will not create any files in the system folder.

After generating these files, you can see them appear in the table. Click any hyperlink to view the
content of a file.
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To email the saved files, choose the files to save and check the Send the saved files by email
check-box. Enter the email address to send to. And click Apply to send them out by email, while
saving copies in the system folder.

12.3 Share access counts

Connections | | Load ! G"
Share Access Counts
Share Mame Share Type Access Counts @
brandon Normal Share 3 L
COROM System Share 4 |
MIERROE System Share a ]
_disca_ Disc Folder Share 3 [l

Befresh

On the Status—Access Counts menu page it displays how many times the shares have been
accessed. The count is added by one whenever a connection to the share is established by
Windows clients, NFS clients, and MacOS clients.

There are several share types.

ltem Description

Normal Share Indicates a shared folder in any data volume.

System Share Indicates the MIRROR share which holds all CD/DVD volumes.

Disc Share Indicates a share of a single CD/DVD volume.

Group Share Indicates a share of grouping of several CD/DVD volumes.

Disc Folder Share | Indicates a share of disc image folder.
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Appendix A Hot-swapping

You may have to change hard disks in some situations, such as hard disk failure, degraded RAID,
Critical RAID or general maintenance. The NAS server supports HDD hot-swapping. Below are
the instructions of replacing hard disks when using the HDD module.

1. Identify which hard disk fails. The amber LED of the HDD tray will blink to indicate hard disk
failure.

2. Unplug the HDD tray and replace the HDD with a good one.
3. Plug in the HDD tray. Wait until the Green LED is steady on.
Then you are done.

When a RAID volume is degraded and there is no available hot-spare disk for rebuilding, the RAID
volume will stay in the degraded state. In this state, you can hot-unplug the failed hard disk and
plug in a good one in the same HDD tray. The RAID volume will rebuild automatically with the new
hard disk.
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Appendix B Utility for NAS system

NAS Finder is powerful software that discovers and administers NAS Servers on the network,
and remotely loads disc images into the NAS Server. You can either duplicate a whole CD or
build an image from a group of files. Sharing and publishing data are never been so easy.

Use NAS Finder to display and modify the setting you have created. You can also perform
server settings replication from a configured server to other NAS Servers on the network.
Server parameters of a NAS Server can be imported into other NAS Server to avoid tedious
setup process to each individual unit on the network.

Features:

Server Management

Discovers all NAS Servers on the network

Configures NAS Servers for the first-time setup or quick setup

Export / Import NAS Servers system settings Creating CD Images Remotely -
Remotely loads CD images from a local CD-ROM drive into a NAS Server
Collect and duplicates files into NAS Servers as a single CD image

Allows users to assign 6 different destination servers when building CD images
Fully integrates the CD-R function of the NAS Server

Supports up to 16 different tasks User Interface -

Explorer-like user interface together with user friendly wizards

Task Manager monitors all on-going and scheduled tasks

System Requirement

IBM PC or compatible with 80486 processor or higher

At least 8 MB of free memory (16 MB is recommended)
Minimum 5MB of free hard disk space

VGA or higher resolution monitor

Microsoft Windows 95/98/98SE/ME, Windows NT/2000/XP

Installing TCP/IP Protocol for Microsoft Networks

NAS Finder communicates with NAS Servers through the TCP/IP protocol. You must install
“Client for Microsoft Networks” and the “TCP/IP” protocol in Windows to use NAS Finder.

Installing NAS Finder

You are ready to install this utility if the TCP/IP protocol is installed in your computer. To install
NAS Finder, insert the Utility CD into the CD-ROM drive. On the auto-run interface, click
“Install NAS Finder”. If the auto-run interface does not appear, go to X:\NAS Finder and run”
NAS Finder.exe”, where X is the drive letter of the CD-ROM drive.
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Follow the instructions in the setup wizard to install NAS Finder. It will create shortcuts on

Desktop and in the Programs folder of the Start me.

Discovering NAS system

When started, NAS Finder automatically discovers all the NAS systems on the network and
displays a list of servers under the node Local Server. NAS Finder will automatically refresh

the server list at a specified interval. The default interval is 10 minutes.

NAS Finder can also locate NAS servers by IP addresses. It is useful when NAS servers are
on the Internet or located in different network segments from the NAS Finder. To locate NAS
servers by IP addresses, select “Remote NAS List” from the “File” menu. Click the “Add” button

and enter the IP address of the NAS server.

To set the automatic refresh interval

1. Go to “Tool — NAS Finder Options” menu.
2. Enter a number between 1 to 60 minutes.
3. Click “OK".

Server Quick Setup Using NAS Finder

You can perform initial setup for your NAS system using NAS Finder.

1. Click the L:;B button on the toolbar.

2. Or, go to “Server -> Server Quick Setup”.

3. Select a NAS Server from the server list and click “Next” button.

4. Choose the “Network Teaming Mode” from the pull down menu. If you are not clear about
this feature, continue with the default value. (Refer to Chapter 4.2 TCP/IP Settings)

5. If you want the IP settings to be assigned automatically, click “Obtain IP settings
automatically”.

6. Or, you can specify the IP settings manually.

7. Click “Next” button to go to the next page.

8. Enter the “Server Name, Server Comment”, and “Workgroup/Domain Name” and select
either the “Workgroup mode” or “Domain mode”. Note that this is the server name as it
appears on the network which is irrelevant to the network protocol used.

9. Click “Next” button to go to the next page.

10. Change the admin password if necessary. Click the “OK” button to save the settings. Note

that server may need to reboot for certain parameters changes to take effect.
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Importing and Exporting System Settings

This section describes how to export the system settings of a NAS Server into a file. This file
can be read into another NAS Server on the network by using the import feature. “Import
System Settings” and “Export System Settings” form a combined process of replicate system

settings from one configured NAS Server to another NAS Server.

To export system settings of a NAS Server

1. Highlight the server from the server list.

2. Right click the server and select “Export System Settings”.

3. Or, go to “Server -> Export System Settings” menu.

4. You will prompt for the administrator password to proceed.

5. Select a location where you want to save and specify the name of the export file.
6. Click “Save”.

To import system settings into NAS Servers

1. Right click any NAS Server and select “Import System Settings”

2. Or, go to “Server -> Import System Settings” menu.

3. You will prompt for the administrator password to proceed.

4. You have the option to select a server or an export file as the source.

5. Click “Next”.

6. Select the type of system settings you want to import into the target server. The detail
content of the system settings are displayed in the preview text box beside each selection.
7. Click “OK”. NAS Server will reboot automatically.

Browsing and Administering Servers

Browsing Servers

Below is the main window of NAS Finder. Upon execution, NAS Finder brings up Windows
Explorer for you to drag and drop files into My Container for later image building. You can
disable this option by choosing “Tool->NAS Finder Options” and un-checking the option -
“Open Windows Explorer when NAS Finder starts”.
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NAS Finder V3.2 [ai—x

File Edit View Mimor Server Tool Help

QAE-E (P84 BNOY

@ Deskiop | Folder ]

Eg ty Camputer | B cpee0. RIS SEystenyErr T est/ACPP40.2,
C L) () Emply - L PPE0.RICO000  JSysterm/EnTest/CPPed 2.
; : | s Crpad R 1C 0001 SEyster e T est/CPP40. R
@ My Container | e CPP 0. R ICOO02 SSysten/ErT est/\CPP40.R
Eig MNAS Mehwork | S CPPR0. R ICO003 SSystem/EnTest/CPP4O.R..
=89 has Servers [Roraachs s TauTros s
RS W 125 DE00504D | = cPra0. R1CO0OT SSYStEENT et CPP40.R
2§ Remote Servers I ASystamEn T at/ppp. MG

= S tit SEYStm e T et T L IMG

2M012/27 PM 02:02:45

The main window consists of a file menu, a tool bar, a tree view pane on the left, a list view

pane on the right and a status bar on the bottom.

Listed on the tree view pane are all the NAS Servers found by the NAS Finder on the network.
Also included is “My Computer” as the one in Windows Explorer. “My Container” keeps
information of the files/folders that can be built as a CD image in a NAS Server using the “Build
Image” function. If you click on any item on the tree view pane, its content will be displayed in

the list view pane.

The status bar indicates NAS Finder status and information. On the left side of the status bar
shows function hint or item properties. On the right it displays the PC date and time.

You can browse the Domain Name, IP Addresses of each NAS Server just with a click of the

mouse.

If a NAS Server is protected by the admin password, you have to enter the password

to set up or write to the server.

The following are some icon representations:

Item Description

EB NAS Network: display all the NAS Servers found on the LAN.
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NAS Server: represents a NAS Server

Disc Image Folder: contains disc images of the NAS Server. You can

double click to view its content.

i

Disc Image: represents a mirrored CD/DVD image.

The following are some examples of browsing the servers.

Example 1. Content of a disc image folder

NAS Finder V3,28

File Edit View Mimor Server Tool Help

= - - P R
. *
@ Desktop | Foldes l
g ty Camputer | s cppa0. R1E SSystenmyEn T et \CPP40. 8.
L) [F)- Emply - | S CPP40. R 120000 SSvstenyEnT et /CPP40 2.
o CPee0. R 1C0001 SEvstim /e T est/CPP40 2.
@ My Container Sy CPPS0. R 120002 SEystem/Err T est/CPP40.2.
i‘a MAS Mebwork Ty OPPS0. R ICO003 SSystem/ErrTest/CPP4O.R..
Sy OPPH0. R ICO00S Syst ErrT est/CPP0.R,
= L § MAS Servers i e By pgaingr gk SEFIWEITT BLACPEO.R
H =B 0 o CPPA0. R ICO0D0T SSYSETYETT estACPP 40,
P SSVstem/En T est/pep. MG |
it SESYSter/ErrT ast T IMG

‘ 2M012/27 PM 02:02:45

It displays all the disc images, path name, size, status and file system.

Tool Bar Functions

The tool-bar provides an easy access to the main functions of NAS Finder. The following

explains what the tool-bar icons represent.

A P22 4

.r F‘f;ll v
»

RS

Item

Description

~

Refresh: manually updates the directory content of My Computer or
NAS Network.

Up Directory: moves the cursor one level up.
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m Tree View Mode: expands or shrinks the directory tree in the tree view

pane (to the left).

List View Mode: changes the view mode of items in the list view pane
(to the right).

Save Container: saves data in My Container into a container file.

< H

Load Container: loads a container file into My Container.

L

-

Mirror CD: starts the “Mirror CD” wizard for duplicating CD images into

jv)
— the NAS Server.
’ Build Image: starts the “Build Image” wizard to build a CD image from
- My Container into a NAS Server.
~ Server Quick Setup: configures some fundamental parameters of a
-
@. selected NAS Server. You can configure an un-initialized or initialized
server.
Wizard: brings up a wizard for access to major functions: “Mirror CD”,
. ?" “Build Image” and “Server Quick Setup”.
Task Manager: opens a task manager window which displays and
U controls all ongoing and scheduled tasks.
i
r '1-: Help: opens the Help window for display help information.

Mirroring CD/DVD Remotely

This chapter describes how to copy a CD from a PC CD-ROM drive to a NAS Server. Please
follow the steps below.
|
1. To mirror a CD or a DVD remotely into a NAS Server, first click the = “Mirror CD” icon
on the tool-bar. It invokes the “Mirror CD” wizard as shown below. Select a PC CDROM

drive as the source. Press “Next” to continue.
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Wizard - Mirror C0/DVD x|

Select CDIDVD-ROM

Fleaze salect a CO/OVD-ROM as the source.

e | e ] X Concal

2. Choose one or more servers as the destination. Select a server in the “Target & File Path”
list-box, select “Smart” mode for redundancy check of the CD image or select “Force” mode

to allow a second copy of the same CD image.

Then, click the button. You can see the task being added to the right-hand pane. Click

the “Next” button to go to next page.

Wiz ard - Mirror C0/DVD X

Destination

WOl can mimor o S tangels ot most

~ Sopurce bnags

[ Tawget & Fin Paity
Sarver Hame_| File Path
o= I er—

1 Smat 22
<]

i 2 Forw
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3. Change the volume label of the CD/DVD image if necessary. If you want to change the

volume label, click “2” -- User Define -- and enter the volume label in the input-box. Then

click the “Update” button. Click the “Next” button afterwards.

Wizard - Mirros CD,0VD

“olume Label

Specily volume label and click the 'Update® bution
Sarver Name | Fila Path | volume Label

Wolumie Labsl - = ] Dwkaull{ the sama as CO Labal )

 2User Dotve FRSHNEDSENNN oo |

£ Back | | [t 3 I X Cencal
4. Specify the date/time to run the task. Then press “Next”.

x|
Scheadule

Schedule your gk
| St Time
= immedisieh
= 2 Schedile

[ =] 2] Bzl (vesrimontidey)
] ] (vommnesecon

_egack | [ beas | X Cancal
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5. Set the Mirror CD options if necessary.
Wizard - Mirror C0/DVD
F [L Enable share whan miror is complated
™ & Lock CO=ROM door during misnonng
I™ 3 Eject disc sutomatically: whan complata
¢Back | | o QK | % concal |
6. Click “OK” to start the task. The Task Manager will show the progress.
I.E_Task Manager -- 0 task(s) Elﬂlﬂ
Tazk Mame | Description | Progressl Timel Statug

4 »

Archiving Files as a CD/DVD Image
This chapter describes how to build CD image from “My Container” into a NAS Server. Please
follow the steps below.

1. The first thing to build a CD/DVD image is to collect files.
Open Windows Explorer and drag & drop files into My Container.
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% NAS Finder v3.28 -

File Edit “iew Minor Server Tool Help

EXY B BT R

m Desktop File M arme | Type | Slzel Lazt Modified Dale&Tlmel Froperty | Usen
tdy Computer

1}&’
s

b4

22§ MAS Servers

¥ NASDE00S04D
#§ Remote Servers

“ 1 2

20M012/27 PM 03:21:36

2. Click the \; “Build Image” icon on the tool-bar to bring up the “Build Image” wizard. You
can click the “Validate” button to check if the file/folder information in My Container is correct.

If not, you can choose to update My Container.

x

Validate Contamner Information

ou can validate the information in "My Containe®
beforebuilding image,

| Cumeni Contareai File

;
'iﬂﬁdﬂll

ciod | CHews X Cancal

3. Choose one or more servers as the destination. Select a server in the “Target & File Path”
list-box, select Smart mode for redundancy check of the CD image or select Force mode to

allow a second copy of the same CD image. Then, click the button. You can see the task
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being added to the right-hand pane. Click the “Next” button to go to next page.

Wizard - Buld Image . x

Destination

Wou can mirmor o s largels of most.
~ Source inage

- Taget L Fin Pt
' Server Name | File Path

= | e—

i 1 Smat ]
<<

i 2 Forcw

_epack | [ hest> | X Concel

4. Name the CD/DVD image to be created. Enter the name in the “Volume label” input-box and

click the “Update” button. Press “Next” afterwards.

Wizard - Dushd Iimage X

Walume Label
Spacity voluma label and click the 'Update” button

Sarver Mama | Fila Path | volume Label
pPI-nas Automaki,, CD-IMAGE-B

VolumeLabel: [C0MacEs

_egoch | [ heas | X Concal
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5. Specify the date/time to run the task. Then press “OK”.
E k|
Schedule your task.
Shart Time
1 Immediseh
2 Schedule
oo ] ] ] ommmonniy)
Time; -E .}] .3 { hawrminue:secand )
<Bock | [CHews | X Concel
6. The Task Manager will show the progress.
E_Task Manager -- 0 task(s) [ ==l &J
Tazk Mame | Dezcription Progress Time | Status
i bedd Conkammer [My Centasnes] 2 pr-nas: "pren, O 0 gec. Sche

] 1 | »

Burning Disc Images

If the NAS server is equipped with CD or DVD writer, it can burn any existing disc image in it.
Select a NAS server from the “NAS Servers” tree view pane of the NAS Finder main window.
Select a disc image in the NAS server and right-click on it. Select “Record CD/DVD” from the
right-click menu. Specify the parameters in the wizard and click the “Add CD-R Option” button.
Click “Next” to continue. On the next page, specify the launch schedule and click “OK”.

Supported CD Formats

The “Mirror CD” function copies CD or DVD discs from a PC CD/DVD drive into a NAS Server.
Below is a list of the supported CD formats that can be mirrored remotely.

ISO 9660 level 1, 2, 3 (including Romeo, Joliet and Rock-Ridge extension)
CD HFS

CD/DVD UDF

High Sierra

Hybrid (ISO+HFS)

Multi-session CD

Mixed Mode CD

DF V1.5, V2.0
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What is NAS?

What is the difference
between NAS and SAN?

How many nodes of ACL can
be applicable in the
NAS-74107?

Appendix C Troubleshooting & Frequently Asked Questions

NAS is a term used to refer to storage elements that connect to a
network and provide file access services to computer systems. A
NAS storage element consists of an engine, which implements the
file services, and one or more devices on which data is stored. NAS
may be attached to any type of network.

NAS SAN

Cost is lower Cost is higher

Data typically is accessed by |Data typically is accessed by

clients servers

File system resides in NAS File system resides in server

For small business and ]
For large enterprise
workgroup

Providing file-based data Providing block-based data

accessing transfer

Using standard file sharing Using encapsulated SCSI

protocol protocol

NAS-7410 provides 10,239 nodes for ACL setting access control of
client.

Hardware Installation

No, OS of NAS-7410 is not stored in hard disk drive. Instead, OS and
system configuration information of NAS-7410 are stored in the CF
Card.

Is the OS of NAS-7410
stored in the hard disk drive?

Is there any storage
management function
provided for NAS-74107?

RAID management, disk quota and scan disk are management
functions provided for NAS-7410.

How difficult is it to install a
NAS-7410?

It only takes about 15 minutes to install NAS-7410 in the existing or
start-up networking environments without any network downtime.

What benefits are available
from the dual NIC?

The dual NIC in NAS-7410 can provide load-balance function to
relieve network traffic. In addition, the dual NIC also provides the
fail-over function to ensure consistent network connectivity.

RAID Building

What RAID policy does
NAS-7410 support?

NAS-7410 supports three RAID policies:
* RAID 0: Stripe/Span. (2 ~ 8 hard disk drives). It interleaves data
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across multiple disks for better performance. Safeguard function is
not provided in RAID 0.

* RAID 1: Mirror. (Multiplication of 2 hard disk drives). It provides
100% duplication of data into paired hard disks. This offers the
highest reliability, but doubles the storage cost.

* RAID 5: Striped with Rotating Parity (3 ~ 8 hard disk drives). Data is
striped across three or more drives. Parity bits are used for fault
tolerance.

* RAID 6: RAID 6 (striped disks with dual parity) combines four or
more disks in a way that protects data against loss of any two disks.

* RAID 10: RAID 1+0 (or 10) is a mirrored data set (RAID 1) which is
then striped (RAID 0), hence the "1+0" name. A RAID 1+0 array
requires a minimum of four drives [V two mirrored drives to hold half
of the striped data, plus another two mirrored for the other half of the
data. In Linux, MD RAID 10 is a non-nested RAID type like RAID 1
that only requires a minimum of two drives and may give read
performance on the level of RAID 0.

Can | use a different RAID
type in NAS-7410
concurrently?

Generally RAID systems use
either the hardware RAID
controller or the
software-only RAID system.
Which one is used by
NAS-74107?

While creating RAID, must
the hard disk drives installed
in NAS-7410 be of the same

brand and size?

Should the hard disk drives
be connected onto the same
SATA channel while creating

a RAID device?

Yes. NAS-7410 provides the independent RAID group, which means
you can group several different RAID groups at the same time in
NAS-7410.

NAS-7410 utilizes an innovative method of RAID management. It is
hardware and software integrated solution, using a patent-pending
technology for RAID management and access. This solution can
provide more storage capacity while maintaining the RAID
performance and improving RAID functionalities.

Theoretically, the answer is negative. But for the performance
concerns, the same brand drives will have the similar characteristics;
it will help to maintain the overall performance especially on
exchanging data. To have an optimized capacity of a RAID group, the
similar size (or even same size) hard disk drives will be
recommended. For example, if you use one 10GB hard drive and a
60GB hard drive to create RAID 1, only 10GB will be the available
storage space instead of 60GB. If you use two 60GB hard drives to
create RAID 1 group, the available storage space will be 60GB.
Performance wise, this is also a fact, the similar capacity hard drives
will mostly have the identical RPM speed. If the RPM of hard drives is
different with each other, they will interfere each other and affect the
overall performance a lot.

No, you can group any hard disk drives (No Init) that are available on
the SATA channels of the NAS-7410. In order to gain better
performance for RAID device, we will suggest to group hard disk
drives located in the different SATA channels. For example, you have
6 hard disk drives connected to the NAS-7410 and you want to create
two RAID level 5 devices. RAID group A should consist of HD1, HD3,
HD5 (all drives connected as "master” devices), and RAID group B
should consist of HD2, HD4, HD6 (all drives connected as "slave"
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devices).

Can a "3-drive RAID-5" be
dynamically being expanded
to "4-drive RAID-5" without
losing the existing data?

Will the data stored in the
non-RAID drive be lost when
| include this drive into a
newly created RAID device?

When trying to build a RAID
group in NAS-7410, why | do
not see any available hard
disk drive in the "Config
RAID" page?

How will the performance
difference be observed
between non-RAID and

RAID device?

Can | adjust the "strip size"
in the RAID 0 or 5 groups of
NAS-74107?

Can you explain "global Hot
Spare" briefly?

What is the "Hot Expansion”
function? On what occasions
can it be used?

Yes. NAS-7410 provides a big and powerful function "Hot Expansion”
now; you can set one hard drive in "Expand" web page for expand
capacity of RAID group. It means that the data stored in the old RAID
device will not be lost when you want to increase capacity of storage
at no downtime. Dynamically changing the configuration of the RAID
device is practicable in NAS-7410.

Before a non-RAID drive being included into a RAID device, it has to
be deleted as "No Init" state. It means that it will be formatted before
being selected into this RAID device; the data stored in this drive will
be lost.

To avoid the user would accidentally include in-use hard disk drives
into a RAID device, only the "No Init" (or so-called "Un-used Disks")
hard disk drive(s) will be shown on this page for selection. Before you
create a RAID device, these candidate drives have to be deleted as
to the "No Init".

It is difficult to measure precisely because it depends on several
factors like "amount of memory installed", "amount of drives being
included in the RAID device", etc. General speaking, the grades of
performance should be classified "RAID level 0" > non-RAID > "RAID
level 1" > "RAID level 5". And we believe the performance should not
be the major consideration to decide whether you should create a
RAID device or not; it should depend on your real-world application.
According to our in-house test result, the performance difference
among RAID level 0, non-RAID, and RAID level 1 should be within 5
~ 10%. But for RAID level 5, the performance drop will be around 15
~ 25% compared with non-RAID device. That is because RAID 5
service will consume more physical memory and CPU power for
calculation.

No, the RAID feature of the NAS-7410 does not provide a parameter
to adjust the strip size.

NAS-7410 uses the hot-spare disk(s) to recover a RAID group
automatically and immediately when a RAID group is degraded with a
bad disk. It ensures data protection and availability. The hot-spare
disks in NAS-7410 are global because they are not associated with
any specific RAID group. Any RAID group in NAS-7410 being
degraded, a hot-spare disk will be consumed immediately to recover
that RAID group.

The hot-expansion function is used to enlarge the capacity of a RAID
group without shutting down the system. With the hot-swappable
HDDs and RAID hot-expansion, it is now possible to expand your
storage capacity on demand while getting the maximum system
uptime. For example, assume that you only need 480GB of storage
capacity. You can connect five 120GB HDDs to NAS-7410 and
create a RAID-5 group. A year later, 480GB might not be enough and
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you will need 240GB more. At this time, you just plug in two 120GB
HDDs to NAS-7410 and join them into that RAID-5 group. You will get
a RAID group with the capacity of (480GB + 240GB) = 720GB. All
these are done while the system is still on-line.

What will happen if there is a
power loss while writing data
to NAS-74107?

What will happen to the
existing RAID groups at a
restart that had a power loss
in the rebuilding state?

Why will several GB space of
a hard disk drive be lost after
being initialized in
NAS-74107?

The data will probably be lost and the file system corrupted because
some files may still be kept open and not correctly closed before the
system shuts down. If this happens, NAS-7410 will perform a detailed
file system checking process at the next reboot to avoid corruption in
the file system and to maintain the data integrity of the damaged files.

When RAID group is still in the rebuilding state, once the power is lost
or rebooted, NAS-7410 will continue previous rebuilding percentage
to rebuild RAID group.

It is normally caused by the unit transformation problem. NAS-7410
always uses 1024 as the calculation basis; it means 1GB=1024MB,
and 1MB=1024KB. The hard disk drive manufacturers would
probably use 1000 as the unit transformation basis.

About SmartSync

What is SmartSync? When
to use it?

What are the needed
components of SmartSync?

Is the server on the
synchronized side limited to
the use of TCP/IP
connection?

SmartSync is a backup option inside NAS-7410, and its main use is
for Remote Data Synchronization. It is used when there is NAS-7410
set up on both local and remote areas. We create a synchronous
connection of data stream between the matching volumes and
folders on the two servers, enabling the synchronization of data on
both sides. The benefit is that SmartSync allows the remote backup
of large amount of data stored on NAS-7410 servers, ensuring the
security of the data.

SmartSync consists of at least two NAS-7410 servers. One is on the
client side (synchronizing side), while the other is on the server side
(synchronized side). Of course, a connection between the two server
ports is necessary.

Yes. TCP/IP is known for its ability to pass through routers and to
remotely connect through Internet, as well as its broad adoption and
convenience. Therefore, we use TCP/IP as the communication
protocol to search for the synchronized server.

How many tasks can
SmartSync perform at the
same time?

Each NAS-7410 can perform 8 tasks simultaneously, including
immediate and scheduled ones. However, we do not recommend
running too many tasks at the same time, since running more tasks
means more system resources are required as well as the network
bandwidth. This will greatly affect the performance of NAS-7410 and
the network

What needs to be
considered when setting up
Bandwidth Control? Why?

If we do not control the bandwidth for the data stream when
SmartSync is performing its tasks, the synchronous connection may
occupy a lion share of the whole network bandwidth, making the
server or network unable to provide other services to the clients at a
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good performance, especially those at the remote network area.
Although most enterprises are now using broadband connections,
they normally provide various services using these connections. To
prevent SmartSync from occupying too much of the network
bandwidth, it is recommended to set up Bandwidth Control during
execution of the tasks. Some parameters to be considered are: 1. the
total bandwidth and the distribution of bandwidth that the enterprise
has in its network environment; 2. the frequency of accesses by the
clients and the number of clients served by NAS-7410.

What does Quick
Synchronization mean?

What solutions for remote
backup does NAS-7410
currently provide?

Does SmartSync support
data synchronization from
desktop to NAS-74107?

Sometimes the SmartSync
task will be terminated by a
reason "memory low", what's
the possible cause?

What protocol is used for
SmartSync? Is it CIFS/SMB,
FTP or NFS network
protocols?

Which part of NAS-7410 will
be mirrored to SmartSync
Point? Data, Share Setting,
ACL setting or User

When SmartSync is performing the second task, we can choose the
Quick Synchronization option. By selecting this option during
synchronization, SmartSync will first check the file lists on both the
source server and the destination server. Then, it checks the modify
time and file size of those files. If the results of both items are
identical, the system will simply bypass the synchronization of those
sets of files and step to the next sets files. Thus it reduces the loading
on the network bandwidth and the processing time.

NAS-7410's solution for remote backup is SmartSync. Just like the
other NAS storage systems on the market, current synchronization
mode is remote mirroring. That is the client-side server can use
SmartSync to make a mirrored image on the server side to achieve
remote backup.

SmartSync currently supports data synchronization only from
NAS-7410 to other NAS-7410 servers. We may consider
implementing data synchronization from Windows platform to
NAS-7410 at the second stage.

Because SmartSync is a memory-consuming operation, memory
utilization rate is critical when launching this task. When NAS-7410
detects the free memory is low, the program will terminate the
synchronization task. To avoid this situation, we suggest checking
the following configurations or timing before launching SmartSync
task.

1. Set the SmartSync task to perform at non-rush hour to avoid
memory conflict with routine network services.

2. Set a proper SmartSync source path. If the SmartSync source
includes up to millions files/directories, that will occupy most of the
memory capacity when creating check list, it is suggested assigning
the source path in multiple sub-directory in different tasks.

SmartSync does not use CIFS/SMB, FTP or NFS as its
communication protocol. It is based on SSL over TCP/IP. This also
means SmartSync has its own security policy and won't refer to SMB,
FTP or NFS security setting.

SmartSync feature focuses on "Data" part remote backup. Thus only
Data and ACL setting in the Data will be synchronized to remote
servers, it does not synchronize User database and Share setting
information to the SmartSync point. (Please refer to the FAQ section
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database? "Backup". NAS-7410 provides an advanced feature to
Backup/Restore system configuration/User Database/Share setting
in Backup -> System Profiles page)

If | use firewall or NAT The default port number are 873 and 22. You have to open these two
device in my network ports for SmartSync tasks.
environment. Which ports
have to be opened for
SmartSync tasks?

Data Management

Can the NAS-7410 behave @ Yes, when NAS-7410 is working in Microsoft, Macintosh, UNIX and
itself as a stand-alone server | HTTP network environments, the NAS-7410 behaves itself as a
without the existence of stand-alone server.
another file server?

Will the NAS-7410 show me  Yes, a specific language home page of the NAS-7410 will be shown
the home pages in different | in your different language web browsers. It depends on the language
languages when | am using  version of web browser installed in your client.
the different language web

browsers?

Within TCP/IP of network environment, if your PC and NAS-7410
configure IP address to different IP segment, you won't find
NAS-7410 appear in "Network Neighborhood". You can find four
kinds of solution for your reference below:

1 Set up all of client PCs and NAS-7410 register to WINS server, you
Why did | cannot find can use "Find Computer” to find NAS-7410.
NAS-7410 in "Network
Neighborhood" or "My
Network Place"?

2. Create "LMHosts" file in all of client PCs, you can create a relation
between client PCs and NAS-7410.

3. You can use "DOS Prompt Command" under windows; perform
"net use" command to map the shared folder inside NAS-7410.

For example: net use z: \< Host IP >\< share >, "z:" means "network
disk letter", "Host IP" is NAS-7410 IP address, "share" is a shared
folder name inside NAS-7410.

If your NAS-7410 is in the following situations, the recording task
might fail:

1. During the recording process, the NAS-7410 is under heavy

Is there any limitation when | loading network traffic.

try to burn CD in the
NAS-74107? 2. During the recording process, the same IDE channel's option
device is performing a CD insert/eject operation. If the recording
tasks continue to fail, we strongly recommend you to lower the
recording speed or choose better quality recordable media

Can | perform multiple In order to increase the successful rate of burning CD, the NAS-7410
recording tasks does not support multiple recording tasks simultaneously. It will
simultaneously if | install two however collect all the requested tasks and complete them one after
optical devices into another.
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NAS-74107?

How does NAS-7410 handle | NAS-7410 features with the system configuration backup/restore
the repair of the flash system function to protect the system configuration from system crash.
in the event of a crash?

Event Log and Notification

Does the NAS-7410 support = Yes, you can manipulate the NMS software (For example, HP
SNMP protocol for sending | OpenView) to receive relative traps.
traps to the administrator?
You can follow the steps below to set up email event:
1. Go to NAS-7410 Admin Home page and select "Network Settings".
2. Select the sub menu "Email".
3. Enable SMTP Protocol.

4. Fill in correct SMTP server IP address or Fully Qualified Domain
Name (FQDN). (* If you fill in FQDN, please make sure you have set
DNS server IP address inside NAS-7410.)

How can | send an email 5. Fill in a legal user account for login SMTP server purpose.
event to administrator? 6. Based on your need, fill in one or two Email Addresses.

7. Click "Apply" and then select "Event" menu to configure further
settings.

8. Click "Advance" button in "Configuration" sub menu of "Event".
9. Enable "Email Alert".

10. Check "Event List for Notification" to decide which events can be
sent to administrator via email.

11. Click "Apply" button to complete settings.

You can follow the steps below to configure:

1. Go to NAS-7410 Admin Home page and select "Network Settings".
2. Select the sub menu "SNMP".

3. Enable SNMP Protocol.

4. Fill in your server IP address (with NMS installed) that you want to

receive traps and then make sure the "Trap" column is set to "YES".
How can | send Traps to my
NMS? 5. Click "Apply" and then select "Event" menu to configure further

settings.
6. Click "Advance" button in "Configuration" sub menu of "Event".
7. Enable "SNMP Trap".

8. Check "Event List for Notification" to decide which events can be
sent to NMS via trap.

9. Click "Apply" button to complete settings.

121



@ PLANET

Networking & Communication 4-Bay SATA NAS RAID Server with iSCSI
NAS-7410

Configuration

You can set it through web page or adjust hardware jumper on
motherboard. Web page:

1. Go to Admin Home page.
How to set all configurations

of NAS-7410 back to factory = 2- Select Server Settings.
default? 3. Select Shutdown of sub menu.

4. Enable "Reset configuration to factory default".

5. Click "Reboot" button for completing the process.

Only the accounts that are of Admins group member can add user
Why can’t | add user account account to NAS-7410 user database through mouse right-click. If the
to NAS-7410 user database | login account does not belong to Admins group, although the login
through mouse right-click account has full control (FC) permission, he still only can see and
(Windows native tools)? modify permission, but cannot add any user account to NAS-7410
user database.
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